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Abstract

Relation extraction (RE) is one of the tasks
behind many relevant natural language process-
ing (NLP) applications. Exploiting the infor-
mation hidden in millions of scholarly articles
by leveraging NLP, specifically RE, systems
could benefit studies in specialized domains,
e.g. biomedicine and biodiversity. Although
deep learning (DL)-based methods have shown
state-of-the-art performance in many NLP tasks
including RE, DL for domain-specific RE sys-
tems has been hindered by the lack of expert-
labeled datasets which are typically required to
train such methods. In this paper, we take ad-
vantage of the zero-shot (i.e., not requiring any
labeled data) capability of pattern-based meth-
ods for RE using a rule-based approach, com-
bined with templates for natural language infer-
ence (NLI) transformer models. We present our
hybrid method for RE that exploits the advan-
tages of both methods, i.e., interpretability of
rules and transferability of transformers. Evalu-
ated on a corpus of biodiversity literature with
annotated relations, our hybrid method demon-
strated an improvement of up to 15 percent-
age points in recall and best performance over
solely rule-based and transformer-based meth-
ods with F1-scores ranging from 89.61% to
96.75% for reproductive condition - temporal
expression relations, and ranging from 85.39%
to 89.90% for habitat - geographic location re-
lations.

1 Introduction

Relation extraction (RE) is a Natural Language
Processing (NLP) task that is concerned with the
identification of binary semantic relationships be-
tween entities or concepts in text. RE predicts

whether a relationship holds between two entities
(or concepts), based on the context of the sentence.
Many approaches to RE take as input a sentence
together with pre-extracted named entities (within
the sentence), and identify relations between those
entities using heuristics or machine learning-based
approaches (Detroja et al., 2023). For example, in
the sentence “Semangkok Forest Reserve is a des-
ignated hill dipterocarp forest conservation area
located in Selangor state about 60 km north of
Kuala Lumpur, while Pasoh Forest Reserve, is a
designated lowland dipterocarp forest conservation
area in Negeri Sembilan about 60 km east - south-
east of Kuala Lumpur, Peninsular Malaysia”,1 an
RE system should be able to identify the relation-
ship of the geographic location entity “Semangkok
Forest Reserve” with the habitat entity “hill diptero-
carp forest”, but no relation between “Semangkok
Forest Reserve” and “lowland dipterocarp forest”.
This type of information is helpful in associating in-
formation on habitats with geographic distribution
of species.

Extracting information from text is better guided
by domain knowledge of the targeted use case
(Chiticariu et al., 2013; Waltl et al., 2018; Wu et al.,
2022). For example, in the biodiversity domain,
methods for extracting a plant species’ geographic
location with related habitat information, and re-
productive condition (i.e., reproductive status) with
related temporal expression that exist in biodiver-

1Source: Tani, N., et al. (2016). Selective logging sim-
ulations and male fecundity variation support customisation
of management regimes for specific groups of dipterocarp
species in Peninsular Malaysia. Journal of Tropical Forest
Science, p370.
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sity texts, are better crafted with the involvement
of domain experts. Rule-based methods lend them-
selves well to domain-specific RE tasks (Aljamel
et al., 2015; Peng et al., 2016; Wang et al., 2022).
Aside from being highly interpretable, such meth-
ods define a set of rules manually created by do-
main experts and capture syntactic patterns that
are associated with different types of relations ob-
served in a corpus (Ravikumar et al., 2017; Korger
and Baumeister, 2021; Xu et al., 2022). Advance-
ments in machine learning (ML) and, more recently,
deep learning (DL), have led to state-of-the-art per-
formance in RE. ML and DL-based models learn
features from data giving them strong generaliza-
tion ability, adaptability, and scalability. However,
the performance of ML- and DL-based methods
relies on the availability of domain-specific anno-
tated datasets; this assumption is not always viable
for many specialised domains such as biodiversity,
law or finance (Thomas and Sivanesan, 2022).

In this paper, we integrate the advantages of both
rule-based and DL-based RE methods by develop-
ing a zero-shot hybrid RE approach. Our main
contribution is a novel hybrid RE method that is
underpinned by a two-step approach. In the first
step, we hand-crafted rules that capture syntactic
patterns, which were implemented based on regu-
lar expressions (regexes). The second step lever-
ages a state-of-the-art transformer model, Text-
to-Text Transfer Transformer or T5 (Raffel et al.,
2020), for natural language inference (NLI). We
created premise-hypothesis templates as input for
the T5-based NLI model, to determine if a relation
holds between a given pair of entities. Our method
presents the following advantages over other RE
methods: (1) improved performance over solely
rule-based or DL-based methods; (2) reduced com-
putational bottleneck since a substantial proportion
of the relations are extracted using the more com-
putationally efficient rule-based method; and (3)
reduced labeling cost associated with dataset or
corpus annotation.

We applied our method on documents drawn
from the body of literature on biodiversity – a rela-
tively under-resourced domain – focusing on two
types of relations: (1) plant species’ reproductive
conditions and their related temporal expressions,
and (2) habitats and their related geographic loca-
tions. Harvesting these details from biodiversity
literature will enable data-driven discovery of plant
species’ reproductive patterns and habitats. This,

in turn, will aid in more informed plans for refor-
estation and restoration of land.

In the remainder of this paper, we first provide
a review of prior work related to our study (Sec-
tion 2). This is followed by our problem formula-
tion (Section 3) and a description of the dataset we
developed and used in our experiments (Section 4).
Then, we present details of the zero-shot hybrid RE
approach that we developed (Section 5), and the
results of evaluating the hybrid model (Section 6).
We then analyze our results (Section 7) before pro-
viding a summary of our findings and directions
for future work in Section 8.

2 Related Work

Existing RE methods can be categorized into two
broad types: traditional and DL-based methods.
Traditional methods use either rules or machine
learning techniques (e.g., those based on statistical
classifiers trained on hand-crafted features) to ex-
tract a set of predefined relations from a corpus (De-
troja et al., 2023). Rule-based methods define rules,
which are a set of hand-crafted extraction patterns
typically created by domain experts (Agichtein and
Gravano, 2000; Fundel et al., 2007; Zhang et al.,
2009; Nguyen et al., 2015). These rules are based
on manually identified syntactic patterns that are
associated with different types of relations, as ob-
served in a corpus. Rules have the advantage of
being highly interpretable: they can be easily un-
derstood by humans, which makes them a good
choice for tasks where it is important to explain
the reasoning behind the system’s output. How-
ever, rule-based methods have two main limitations:
they can be time-consuming to create and they are
domain-dependent (e.g., a rule-based system that is
designed to identify relations in medical text may
not necessarily be able to identify relations in fi-
nancial text). Meanwhile, ML techniques for RE
are based on the supervised training of a classifi-
cation model on a dataset whereby relations have
been manually annotated. There are feature-based
methods (Miller et al., 2000; Kambhatla, 2004)
that use selected syntactic and semantic features
as the bases of similarity in training a classifica-
tion model. There are also kernel-based methods
(Zelenko et al., 2002; Culotta and Sorensen, 2004)
that use kernel functions to determine similarity
between two relation instance representations, to-
gether with a support vector machine (SVM) model
as a classifier. Although ML-based RE methods
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gained superiority in the past in terms of perfor-
mance, their performance is greatly dependent on
the set of selected features or the choice of kernel
functions. As they are trained in a supervised man-
ner, ML models also require labeled data which
can be costly.

DL methods that have emerged more recently
have been shown to outperform traditional meth-
ods for RE. These DL models learn higher-order,
abstract feature representations from sentences that
make them more generalizable, adaptable to new
domains, and scalable. With the emergence of
DL, models that employ neural architectures such
as convolutional neural networks (CNNs) (Liu
et al., 2013; dos Santos et al., 2015), recurrent
neural networks (RNN) (Vu et al., 2016; Zhang
and Wang, 2015), graph convolutional networks
(GCN) (Zhu et al., 2019), attention-based neural
networks (Wang et al., 2016; Xiao and Liu, 2016),
and transformer-based language models (Vaswani
et al., 2017; Le Guillarme and Thuiller, 2022) have
been utilized for RE tasks. However, similar to
traditional ML models, training or fine-tuning DL
models for downstream applications such as RE
also requires labeled data (Zhao et al., 2023).

In recent years, zero-shot transformer-based ap-
proaches to information extraction requiring no
labeled data have become popular (Liu et al., 2020;
Du and Cardie, 2021; Cheng et al., 2021; Li et al.,
2022). For instance, Levy et al. (2017) reduced
RE to the problem of answering simple reading
comprehension questions. They mapped each re-
lation type R(x, y) to at least one parameterized
natural-language question qx whose answer is y.
For example, the relation educated_at(x, y) can
be mapped to “Where did x study?” and “Which
university did x graduate from?”. The success
of these types of RE methods is primarily due
to the significant developments in and availabil-
ity of transformer-based pre-trained language mod-
els (PLMs) (Devlin et al., 2019; Liu et al., 2019;
Raffel et al., 2020). PLMs were pre-trained on
large-scale corpora using unsupervised learning ob-
jectives such as masked language modeling, and
were then fine-tuned for downstream tasks, such as
question answering (QA) and natural language in-
ference (NLI), using relatively smaller amounts of
task- or domain-specific labeled data (Devlin et al.,
2019). Zero-shot transformer-based approaches to
RE are based on the careful, systematic construc-
tion of inputs for PLMs, which then elicit a model

prediction (i.e., a label) that can be mapped to a
decision on whether a certain type of relation holds.
Zero-shot methods significantly reduce the label-
ing cost associated with RE because only a small
amount of labeled data is required, i.e., test samples
for evaluating the model.

In this work, we developed a zero-shot approach
to RE that is the first of its kind to be applied in
the biodiversity domain. Our zero-shot methods
for RE are based on rules and transformer mod-
els that – when combined – demonstrate superior
performance, in comparison to the use of rules or
transformers alone.

3 Problem Formulation

Given an input sentence I that is a sequence of to-
kens [t0, t1, ..., tn], a source entity ES = [ti, ..., tj ]
and a target entity ET = [tu, ...., tv], we treat the
RE task as a binary classification task, whereby
the input is the triple (I, ES , ET ), and the out-
put is y ∈ {0, 1} where 1 indicates that a rela-
tionship from the source entity to the target entity
(ES → ET ) exists, otherwise 0. In this work, we
focus on the two relation types described below.

The has_time relation: This holds between a
reproductive condition mention and a temporal ex-
pression, i.e., “reproductive condition has_time
temporal expression”, whereby the reproductive
condition mention is considered to be the source
and the temporal expression serves as the target.

The has_location relation: This holds be-
tween a habitat mention and a geographic location,
i.e., “habitat has_location geographic location”,
whereby the habitat mention is considered to be the
source and the geographic location is the target.

4 Dataset

To support the development of approaches to the
above-mentioned problem, we utilized a corpus
that is a subset2 of the gold standard corpus for
named entity recognition (NER) that was presented
in the work of Gabud et al. (2019) and was de-
signed in accordance to the annotation scheme used
in the COPIOUS project (Nguyen et al., 2019).
It contains information relevant to the occurrence
and reproductive patterns of a tropical tree family,
Dipterocarpaceae (dipterocarps). The corpus is

2Due to resource constraints, we made the decision at
the beginning of the study to have only a limited number of
documents manually annotated.
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comprised of 151 manually selected one- to two-
paragraph documents from online environmental
science and ecology journal repositories, e.g., Jour-
nal of Tropical Ecology, Journal of Ecology, etc.
For this RE work, we are particularly interested in
the annotations of the following named entity (NE)
types: habitat, geographic location, temporal ex-
pression, and reproductive condition. The descrip-
tions and examples of these NE types are shown
in Table 1. We selected sentences that contain at
least one occurrence of an entity pair, i.e., either a
pair of habitat and geographic location mentions,
or a pair of reproductive condition and temporal
expression mentions. We then produced relation an-
notations by creating data instances, each of which
is in the form (I, ES , ET , y), where I is the input
sentence, ES is the source entity, ET is the target
entity, and y is the relation label which is set to 1
if a binary relation between the source and target
entities hold, otherwise y is set to 0. As mentioned
in the previous section, we decided to focus on two
types of relations: has_time (which holds between
a reproductive condition mention and a temporal
expression), and has_location (which holds be-
tween a habitat mention and a geographic location).
Table 2 shows the two data instances belonging to
the has_location relation type, that were created
from the following example sentence that contains
one habitat and two geographic location entities:

“The main observation site was conserved forest at
Dongmakhai (18deg 20’ 03”N, 102deg 30’ 5”E,
190m a.s.l.).”

Concept Description and Example
Habitat Environments in which organ-

isms live. e.g., lowland mixed
dipterocarp forests

Geographic
Location

Any identifiable point or area
in the planet, ranging from con-
tinents, major bodies of water,
named landforms, countries, etc.
e.g., Sabah

Reproductive
Condition

Indicators of the specimens’ re-
productive behaviour. e.g., mast
fruiting

Temporal
Expression

Spans of text pertaining to points
in time. e.g., mid-August

Table 1: Descriptions and examples of our biodiversity
entity types of interest.

Two annotators manually provided the label y
for each data instance (I, ES , ET , y). Our more
senior annotator, a Biology degree holder, labeled
all the instances in the entire dataset, while a junior
annotator, a Computer Science student, provided
labels for 30% of the dataset only. They carried out
the annotation task independently. We calculated
the agreement between our two annotators in terms
of F1-score, and obtained an overall agreement of
95.87%. The agreement for the has_time relation
type is 94.36%, while that for the has_location
type is 97.37%. We resolved the disagreements by
involving a third annotator who is a co-author of
this work. The instances with disagreements were
re-evaluated and re-labeled by the third annotator.
We randomly split our dataset into 70% training
set, 10% development set, and 20% test set. Table
3 shows the number of instances for each relation
type.

Habitat Geo. Location
conserved forest Dongmakhai
conserved forest 18deg 20’ 03”N , 102deg

30’ 5”E

Table 2: Example data instances of the has_location
relation type based on the sentence, “The main obser-
vation site was conserved forest at Dongmakhai (18deg
20’ 03”N, 102deg 30’ 5”E, 190m a.s.l.).”

Relation Type train dev test
has_time 843 173 388
has_location 252 34 127

Table 3: Frequency of instances for each relation type
in our training (train), development (dev) and test sets.

5 Methods

In this section, we present our methods for extract-
ing (1) related reproductive condition and temporal
expressions (has_time), and (2) related habitat and
geographic location mentions (has_location).

5.1 Regular Expression-based Rules
We created rules based on syntactic patterns (i.e.,
word order) that were observed in sentences, and
implemented pattern-matching using regular ex-
pressions (regexes) to extract related biodiversity
entities. Given an input sentence, I , that is a se-
quence of tokens [t0, t1, ..., tn], we firstly catego-
rized every token ti according to the following
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Token
type

Symbol Description Entity type

source S a token that belongs to a named entity type identified
as a source category

reproductive condition
or habitat

target T a token that belongs to a named entity type identified
as a target category

temporal expression or
geographic location

delimiter d a token that is a separator in an enumeration comma or semicolon
other o any token that is neither a part of a named entity nor

a delimiter

Table 4: Types of tokens we designed for the regular expression-based rules.

types: source, target, delimiter, and other as shown
in Table 4. We define source as a token that belongs
to a named entity identified as a source entity type,
i.e., either reproductive condition (for has_time re-
lations) or habitat (for has_location relations).
Meanwhile, target is a token that belongs to a
named entity considered to be a target entity type,
i.e., temporal expression (for has_time relations)
or geographic location (for has_location rela-
tions). Delimiter is a token that acts as a separator
in an enumeration, i.e., a comma or semicolon.
Any token that is neither a part of a named entity
nor a delimiter is categorized as other. We con-
vert each token ti into a character representation
of the token’s type. Hence, we convert a sentence
into a string of characters, wherein each charac-
ter is either S (source), T (target), d (delimeter),
or o (other). We use this sequence of token types
as input to our regex method implemented using
Python’s regular expression module, re. To extract
relations, we created the following regex rules:

1. [S]+(o)?(To|Td|T)+ – source token that
may or may not be followed by one other
token, then followed by one or more target
tokens that may or may not be delimited by
any token, and

2. (?<!S)(To|Td|T)*T(o)?[S]+ – one or more
target tokens that may or may not be delimited
by any token that is not immediately preceded
by a source token, and followed by a source
token that may or may not be preceded by one
other token.

The entity spans (i.e., source and target tokens)
that match the patterns above are perceived to be
related, and are given the value 1 for y. Figure
1 shows a sample sentence with a text span that
matches regex rule 1 above.

5.2 Transformer-based Models

We cast our RE problem as a natural language in-
ference (NLI) problem that we address using a
transformer-based model. NLI is the task of deter-
mining whether a hypothesis is true (entailment),
false (contradiction), or unverifiable (neutral)
given a premise which corresponds to some known
knowledge about the subject. We selected the
Text-to-Text Transfer Transformer (T5) (Raffel
et al., 2020) as our model. Underpinned by a
transformer encoder-decoder architecture (Vaswani
et al., 2017), T5 casts various NLP tasks (e.g., ma-
chine translation, text classification, question an-
swering) as a sequence-to-sequence learning prob-
lem, therefore producing outputs via text genera-
tion. NLI is one of the downstream NLP tasks that
T5 was already fine-tuned on. We used the T5-large
model3 specifically, with 770 million parameters.
Given an input sentence I and two entities ES and
ET for which we wish to determine whether a rela-
tion holds,4 we systematically generate a premise-
hypothesis pair which serves as input to the NLI
model. Specifically, the input sentence I is taken as
the premise, while the hypothesis is created by pop-
ulating either of the following sentence templates
with E1 and E2:

• The <habitat> was in <geographic loca-
tion>.

• The <reproductive condition> event hap-
pened on <temporal expression>.

3Available at https://huggingface.co/t5-large
4The two entities are considered only if one of them is a re-

productive condition mention (ES) and the other is a temporal
expression (ET ), or if one of them is a habitat mention (ES)
and the other is a geographic location (ET ). This, respec-
tively, means that we are aiming to determine if a has_time
or has_location relation possibly holds between them.

https://huggingface.co/t5-large
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Figure 1: Example sentence with entity pairs that matched the rule [S]+(o)?(To|Td|T)+, where S corresponds to
reproductive condition (in bold) which is the source entity, T corresponds to temporal expression (underlined) which
is the target entity and o refers to other tokens. Source of example sentence: Medway, L. (1972). Phenology of a
tropical rain forest in Malaya. Biological Journal of the Linnean Society, 4(2), p128.

Table 5 provides some example inputs for the T5-
based NLI model, and its expected outputs. Due to
variations in noun forms or verb tenses, the auto-
matically generated hypothesis may not necessarily
be grammatically correct; for instance, the example
for the has_time relation in Table 5 would be more
correct if it reads “The fruiting event happened on
August 1963”. Nevertheless, we did not carry out
any engineering on our templates to handle such
variations, as we expected the transformers-based
NLI model to be robust to such grammatical errors.

For our purposes, we say that a relationship be-
tween two entities exists if the model’s predicted
class is entailment, otherwise the entities are con-
sidered to be unrelated.

5.3 Hybrid Approach: Rules and
Transformers

In order to improve performance and reduce re-
quired computational resources, we designed a
two-step solution to our RE problem. Here, we
combined our rule-based syntactic pattern match-
ing and transformer-based approaches. The first
step is to extract relations using our regex rules.
These are the regular expressions we designed to
extract consecutive entities in a sentence. The in-
stances that were not identified as not pertaining to
any relations using the first step, are fed into the
second step. In this step, our transformer-based
model is applied on the remaining instances. This
step produces a set of related entities using less
computational resources compared to running the
transformer-based model on the entire dataset.

We investigated the incorporation of an enhance-
ment to our hybrid approach: the use of compound
entities in filling in the hypothesis templates instead
of using single entity mentions, where applicable.
We designed rules to identify multiple, consecutive
entities in a given sentence that belong to the same

entity type and thus comprise a compound entity
Ecompound. The regular expression that was de-
signed to extract Ecompound is (Et|E){2,}, where
E is a named entity of a specific type, and t is any
token. Ecompound consists of consecutive entities
belonging to the same entity type E, which may or
may not be delimited by a token (t). For example,
given the sentence “It flowered in July - August
1963 and May - June 1968, setting fruit only on
1968.”, the reproductive condition is expressed by
the mention “flowered” and the compound tem-
poral expression is “July - August 1963 and May
- June 1968”. Instead of populating a hypothesis
template for every temporal expression, we formu-
lated only one hypothesis: “The flowered event
happened on July - August 1963 and May - June
1968.”

6 Evaluation and Results

In this paper, we designed rules based on our train-
ing set. We tested and refined these rules on a
held-out development (dev) set, and evaluated their
performance using the test set. Table 6 presents the
performance of our rule-based, transformer-based,
and hybrid RE methods in terms of precision, recall
and F1-score.

We applied the regular expression rules we cre-
ated to extract related entities in a given sentence.
This approach resulted in 100% precision for both
relation types. This means that our regex-based
rules can reliably identify positive samples, i.e.,
correct relations. However, this approach obtains
poor recall, i.e., 33.91% and 36.96% for has_time
and has_location relations, respectively, imply-
ing that our rules fail to identify many correct rela-
tions. This results in the lowest F1-scores (50.64%
and 53.97%, respectively) among the methods we
investigated. Even using a simple co-occurrence
approach obtains much higher F1-scores: 94.57%
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Relation
Type

Hypothesis
Template

Examples

Premise Hypothesis NLI Output

has_location The <habitat> was
in <geographic
location>.

Bukit Sai and Lesong
belong to the lowland
dipterocarp forest types
with D. aromatica being
the predominant species.

The
lowland
dipterocarp
forest was
in Bukit
Sai.

entailment

has_time The <reproductive
condition> event
happened on
<temporal
expression>.

It flowered in July -
August 1963 and May -
June 1968 , setting fruit
only in 1968.

The fruit
event
happened
on August
1963.

contradiction

Table 5: Examples of populated hypothesis templates for generating inputs (premise-hypothesis pairs) for the NLI
model, together with the corresponding expected outputs by the NLI model. A relation holds between two given
entities (in bold) only if the NLI model predicts entailment as the output label. Source of the first input sentence
(premise): Lee, S. L. (2000). Mating system parameters of Dryobalanops aromatica Gaertn. f.(Dipterocarpaceae)
in three different forest types and a seed orchard. Heredity, 85(4), p339, and Medway, L. (1972). Phenology of a
tropical rain forest in Malaya. Biological Journal of the Linnean Society, 4(2), p128.

for has_time and 84.02% for has_location rela-
tions.

To evaluate our transformer-based approach, we
applied our chosen T5 model on the NLI task, build-
ing upon the Huggingface library5. Our evaluation
on the test set yielded F1-scores higher than our
rule-based method. For the has_location relation
type, our transformer method produced an F1-score
of 84.75%, which is slightly higher than that of the
co-occurrence-based method (84.02%). However,
the transformer-based method was outperformed
by the co-occurrence-based one by 7.59 percentage
points (86.98% vs 94.57% in terms of F1-score).

It is noticeable that combining our rule-based ap-
proach with the transformer model to form a hybrid
approach improved the F1-score for the has_time
relation type from 86.98% to 89.61%, and from
84.75% to 85.39% for the has_location relation
type. Apart from improved performance, our hy-
brid approach is also more efficient, in that it re-
quires the application of the more computationally
expensive transformer models only on instances
that were not classified by the rule-based approach
as pertaining to relations.

We further improved our hybrid approach by us-
ing compound entities identified using regex rules

5Available at https://github.com/huggingface/
transformers

in generating premise-hypothesis pairs for the trans-
former model, instead of separate single entities.
We evaluated this method (referred to as ‘hybrid +
compound entities’ in Table 6) on our test set and
we observed that it obtained the highest F1-scores
among all our investigated methods. Specifically,
it led to an F1-score of 96.75% for has_time rela-
tions, and 89.90% for has_location relations.

7 Discussion

Our rule-based method is the most precise among
all the methods we developed in this study. How-
ever, it is also the method that yielded the lowest
recall, missing to identify more than half of true
relations in the test set. The rule-based approach is
suitable for applications that cannot compromise
on precision, e.g., systems that support clinical de-
cisions or automatic curation of databases. Its main
drawback, however, is its reliance on syntactic sim-
ilarity only, i.e., solely on patterns found within
sentences. Thus, it is not robust to noisy data; any
deviation from the expected sentence structure that
is captured by the rules, would affect the perfor-
mance of the method.

Among the methods presented in this paper, our
transformer-based method is the most straightfor-
ward to implement. It is based on the population of
natural-language hypothesis templates with named

https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
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RE Approach
has_time has_location

P R F1 P R F1
Co-occurrence 89.69% 100.00% 94.57% 72.44% 100.00% 84.02%
Regex-based rules 100.00% 33.91% 50.64% 100.00% 36.96% 53.97%
Transformer (T5) 97.16% 78.74% 86.98% 88.24% 81.52% 84.75%
Hybrid 97.31% 83.05% 89.61% 88.37% 82.61% 85.39%
Hybrid + compound
entities

95.26% 98.28% 96.75% 83.96% 96.74% 89.90%

Table 6: Precision (P), Recall (R), and F1-score (F1) of our RE Methods on the test set for has_time and
has_location relations.

entities, which are then fed to the NLI model (to-
gether with their corresponding premise). The
transformer model paired with our hypothesis tem-
plates for RE provided us with F1-scores higher
than those obtained by our rule-based method.

Our hybrid approach combines the strengths of
the rule-based method (i.e., high precision) and the
transformer-based model (i.e., high recall). This
approach increased the recall for has_time rela-
tions by 4.28 percentage points and the recall for
has_location relations by 1.09 percentage points,
respectively. Error analysis of a small sample of in-
stances from the development dataset showed that
the hybrid method failed to identify relations that
involve entities in an enumeration. For example,
in the sentence “Ashton et al (1988) record the ex-
tent of mass flowerings in peninsular Malaysia and
Borneo for the period 1950 - 1983 based on state
forest department records (table 5)”,6 the hybrid
approach failed to determine that there is a rela-
tionship between “mass flowerings” and “1983”.
Thus, as an enhancement to the hybrid method, we
created regex rules to identify compound entities in
sentences, as described in Section 5.3. Where they
exist, these compound entities were used in populat-
ing the hypothesis templates, instead of individual
named entities. With the incorporation of this step,
the recall of the hybrid model was improved by
14-15 percentage points (i.e., 98.28% vs 83.05%
for the has_time and 96.74% vs 82.61% for the
has_location relations). This improved version
of the hybrid approach (‘hybrid + compound enti-
ties’) provided us with the best F1-scores for both
relation types (96.75% for has_time and 89.90%
for has_location), among all the approaches we

6Source: Appanah, S. (1993). Mass flowering of diptero-
carp forests in the aseasonal tropics. Journal of Biosciences,
18, p463.

developed. These results demonstrate the role that
rule-based methods can still play in complementing
state-of-the-art DL approaches, i.e., transformers,
enabling us to obtain optimal performance in RE.

8 Conclusions and Future Work

In this paper, we present our unsupervised rela-
tion extraction methods to extract relationships per-
taining to habitats and reproductive conditions of
plant species as described in text. These meth-
ods include: (1) regular expression-based rules; (2)
transformer-based models for NLI; (3) a hybrid ap-
proach combining our rules and transformer model;
and (4) an improved hybrid approach that captures
compound entities. Our rule-based method unde-
pinned by regexes obtained the highest precision
but lowest recall. Meanwhile, our transformer-
based method, which is based on the systematic
generation of premise-hypothesis pairs as input for
a T5-based NLI model, resulted in F1-score values
higher than those produced by the regex rules. The
strengths of the rule- and transformer-based meth-
ods are combined in our hybrid approach. With the
incorporation of compound entities in the genera-
tion of NLI inputs, our hybrid approach produced
the best performance, with F1-scores of 96.75%
for the has_time relation type, and 89.90% for the
has_location relation type. Our work shows that
even without a large labeled training dataset, it is
viable to extract – with satisfactory performance
– relations between entities from biodiversity lit-
erature. This also shows that the combination of
rules or pattern-based methods with state-of-the-art
transformer models can lead to an improvement in
the performance of RE, compared with a method
that is solely based on transformers.

For our future work, we plan to compare our
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hybrid approach with state-of-the-art zero-shot re-
lation extraction methods, e.g., those proposed by
Tran et al. (2022) and Najafi and Fyshe (2023), eval-
uating it on other datasets such as FewRel (Han
et al., 2018) and WikiZSL (Chen and Li, 2021)
which were drawn from the general domain. Fur-
thermore, we will explore using other transformer-
based models and formulating RE in terms of
other downstream tasks, e.g., question answering.
We also intend to integrate our hybrid approach
into an application, i.e., an information extraction
pipeline that can automate the curation of infor-
mation from literature to populate a biodiversity-
focused database.

Limitations

For this work, we focused on the requirements of
a biodiversity-focused project, which is concerned
with extracting information about the distribution
and reproductive patterns of species in the Dipte-
rocarpaceae (dipterocarps) family. We have evalu-
ated the performance of our RE methods only on
the dataset described above, and not on a wider
range of datasets. The main reason for this is the
lack of other datasets (drawn from the biodiversity
domain) that are concerned with similar relation
types. It is also worth noting that our RE methods
are able to extract intra-sentential relations only,
i.e., relations between entities within the same sen-
tence.
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