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Abstract

Pre-trained language models have exhibited im-
pressive efficacy within the medical domain.
However, their applications to low-resource
languages, such as Vietnamese, are still en-
cumbered by the availability of such mod-
els. To fill the gap, this paper introduces a
new pre-trained language representation model,
named ViPubmedDeBERTa. The model is
pre-trained by using 20 million high-quality
Vietnamese biomedical abstracts translated
from PubMed based on the weight of ViDe-
BERTa. The model is available with two ver-
sions: ViPubmedDeBERTaxsmall with 22 mil-
lion parameters and ViPubmedDeBERTabase
with 86 million parameters. The perfor-
mance of ViPubmedDeBERTa is evaluated on
five benchmark datasets with three biomed-
ical tasks: text classification, named entity
recognition, and natural language inference.
Experimental results highlight that, despite
having significantly fewer parameters, ViPub-
medDeBERTa achieves promising results com-
pared to recent state-of-the-art pre-trained mod-
els in Vietnamese. The ViPubmedDeBERTa
model is available at: https://github.com/
manhtt-079/vipubmed-deberta

1 Introduction

Representation learning plays an important role in
Natural Language Processing (NLP) (Bengio et al.,
2013; Liu et al., 2023). This is because it is the
first step for mapping input sequences to interme-
diate representation for NLP tasks. The learning
process of NLP models is beneficial from good rep-
resentation while poor representation leads to low
accuracy. Prior representation learning approaches
include non-neural (Ando et al., 2005; Blitzer et al.,
2006) to neural methods (Mikolov et al., 2013; Pen-
nington et al., 2014; Peters et al., 2017). The emer-
gence of Transformer (Vaswani et al., 2017) boosts
the development of pre-trained models (PLMs).
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BERT (Devlin et al., 2019) is perhaps the first
pre-trained model that can be adapted for a wide
range of NLP tasks. The training of BERT opens a
new direction for pre-training representation mod-
els by using self-learning, which allows the training
process to use a massive amount of data without
human annotation. After pre-training, by using
the transfer learning technique, BERT has shown
promising results on a wide range of NLP down-
stream tasks in the GLUE benchmark (Wang et al.,
2018). The success of BERT leverages the inves-
tigation of PLMs in both English (Radford and
Narasimhan, 2018; Liu et al., 2019) or other lan-
guages, e.g., Vietnamese (Nguyen and Nguyen,
2020; Tran et al., 2023; Minh et al., 2022). Re-
cently, generative pre-trained large language mod-
els (LLMs) have shown the paradigm shift of NLP
in which all tasks can be formulated as text genera-
tion (Radford and Narasimhan, 2018; Brown et al.,
2020; Gururangan et al., 2020; Du et al., 2021).

Representation learning has also received atten-
tion in the medical domain. The methods range
from publishing medical embeddings (Sharma and
Daniel Jr, 2019; Alsentzer et al., 2019) to releasing
PLMs for the medical domain (Huang et al., 2019;
Lee et al., 2020; Gu et al., 2021; raj Kanakara-
jan et al., 2021; Yasunaga et al., 2022). The pre-
training mainly adopts two main methods: (i) using
the masked language model (Huang et al., 2019;
Lee et al., 2020; Yasunaga et al., 2022) and (ii)
using the generator-discriminator mechanism (raj
Kanakarajan et al., 2021). The pre-training either
utilizes the weight from PLMs for common do-
mains (Huang et al., 2019; Lee et al., 2020; Gu
et al., 2021; Yasunaga et al., 2022) or trains PLMs
from scratch by using domain-specific corpora (raj
Kanakarajan et al., 2021). PLMs have shown
promising results for medical downstream tasks.
For Vietnamese, there exist several PLMs created
for specific tasks. Table 1 summarizes the informa-
tion of PLMs for Vietnamese. As we can observe,
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Table 1: Pre-trained models for Vietnamese. Rep is representation and gen stands for generation.

PLMs #params Max length Domain Task
PhoBERTbase (Nguyen and Nguyen, 2020) 135M 256 Wiki, news rep
PhoBERTlarge (Nguyen and Nguyen, 2020) 370M 256 Wiki, news rep
ViHealthBERTbase-word (Minh et al., 2022) 135M 256 Healthcare rep
ViDeBERTabase (Tran et al., 2023) 86M 512 Wiki, News rep
ViT5base (Phan et al., 2022b) 220M 1024 Wiki gen
ViT5large (Phan et al., 2022b) 866M 1024 Wiki gen
BARTPhobase-word (Tran et al., 2021) 150M 1024 Wiki gen
BARTPholarge-word (Tran et al., 2021) 420M 1024 Wiki gen
ViPubmedT5 (Phan et al., 2023) 220M 1024 Biomedical gen
ViPubmedDeBERTaxsmall (Ours) 22M 512 Biomedical rep
ViPubmedDeBERTabase (Ours) 86M 512 Biomedical rep

PLMs are designed for two main tasks: representa-
tion and text generation. Among contextual PLMs,
only ViHealthBERT (Minh et al., 2022) was pre-
trained for healthcare and medical tasks. Other
PLMs of representation were designed for common
domains that may not be inappropriate for medical
tasks. For generation PLMs, only ViPubmedT5
(Phan et al., 2023) was trained for the biomedi-
cal domain but it is appropriate for text-generation
tasks. In practical applications, the adaptation of
PLMs from general domains to the medical do-
main is feasible. However, a knowledge gap exists
among different domains, which may constrain the
performance of PLMs in downstream tasks (Huang
et al., 2019; Lee et al., 2020; Gu et al., 2021; raj
Kanakarajan et al., 2021; Yasunaga et al., 2022;
Minh et al., 2022; Phan et al., 2023). Our research
emphasizes the significance of focusing on Viet-
namese biomedical texts, as it addresses a growing
demand within a rapidly evolving field. The current
language models available for this domain are of-
ten quite limited (only ViHealthBERT (Minh et al.,
2022) and ViPubmedT5 (Phan et al., 2023)), and
our study showcases the potential of leveraging a
large scale translated biomedical dataset to improve
the quality of PLMs for the biomedical domain. We
posit that the utilization of PLMs specifically de-
signed for biomedical Vietnamese text can yield
improved performance in biomedical tasks.

This paper introduces a new PLM designed for
the medical domain in Vietnamese. To do that,
the model is continuously trained from the ViDe-
BERTa model (Tran et al., 2023) which is pre-
trained by using Wikipedia and news data. To
adapt the model to the medical domain, we use
20 million high-quality abstracts of translated med-

ical text from English to Vietnamese (Phan et al.,
2023). The original ViDeBERTa model is contin-
uously pre-trained by using the Vietnamese med-
ical data using the masked language model and a
weight-sharing mechanism. This results two new
pre-trained models: ViPubmedDeBERTaxsmall and
ViPubmedDeBERTabase. Experimental results on
Vietnamese medical tasks show the efficiency of the
PLM. This paper makes two main contributions.

• It introduces a new PLM for the medical do-
main in Vietnamese. The model includes the
small and base versions. The new PLM en-
riches representation models for Vietnamese
and leverages the investigation of medical
tasks in Vietnamese. The code of pre-training
the model is also accessible.

• It validates the efficiency of the model by com-
paring it to strong PLMs in Vietnamese. Ex-
perimental results on five benchmark datasets
show that the PLM achieves promising results
compared to other state-of-the-art PLMs on a
wide range of medical-related tasks.

2 Related Work

Pre-trained models In the early stage of
pre-trained language models, CBOW/Skip-
Gram (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014) were proposed to produce
word representation, which can capture the
semantic meanings of words. However, these
models are context-free and fail to capture
higher-level concepts in context. To deal with
this problem, contextual pre-trained models
were introduced such as CoVe (McCann et al.,
2017) and ELMo (Peters et al., 2018). After the



Transformer (Vaswani et al., 2017) was intro-
duced, there have been many architectures were
proposed for example, BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019). They were trained
with different language modeling types such as
the masked language model (Devlin et al., 2019),
permuted language modeling (Mohamad Zamani
et al., 2022), denoising (Lewis et al., 2019), and
contrastive learning (Clark et al., 2019). These
transformer-based models have been shown as
powerful tools for contextual representation.

Pre-trained models for medical text Apart from
models pre-trained on the general domain, rep-
resentation learning has recently received atten-
tion in the medical domain. The models proposed
for either producing medical medical embeddings
(Sharma and Daniel Jr, 2019; Alsentzer et al.,
2019) or releasing PLMs for medical text (Huang
et al., 2019; Lee et al., 2020; Gu et al., 2021; raj
Kanakarajan et al., 2021; Yasunaga et al., 2022).
These models often adopt two language model-
ing methods including the masked language model
(Huang et al., 2019; Lee et al., 2020; Yasunaga
et al., 2022) and contrastive learning (raj Kanakara-
jan et al., 2021). Since they are pre-trained models
for specific domains, continuous pre-training from
trained models in general domains is widely used
(Huang et al., 2019; Lee et al., 2020; Gu et al.,
2021; Yasunaga et al., 2022). In addition, some
of them were trained from scratch using domain-
specific corpora (raj Kanakarajan et al., 2021) with
promising results.

Pre-trained models for Vietnamese text There
have been several models that were pre-trained
for Vietnamese (Nguyen and Nguyen, 2020; Tran
et al., 2021; Minh et al., 2022; Phan et al., 2022b).
PhoBERT (Nguyen and Nguyen, 2020) is the first
attempt and archives remarkable results on several
downstream tasks. Recently, it has been updated to
the second version trained with more training data.1

While most of them focus on the general domain,
ViHealthBERT (Minh et al., 2022) and ViPub-
medT5 (Phan et al., 2022b) were created for work-
ing with biomedical text. ViHealthBERT was pre-
trained on over 130M sentences covering health,
medical, and general domains. To deal with the is-
sue of lacking biomedical text data in Vietnamese -
a low-resource language, ViPubmedT5 (Phan et al.,
2022b) leveraged the state-of-the-art translation

1https://github.com/VinAIResearch/PhoBERT

architectures to build the ViPubmed dataset trans-
lated from 20M English PubMed abstracts. This
dataset was then used to continuously pre-train
ViT5 (Phan et al., 2022b). Inspired by this work,
we introduce ViPubmedDeBERTa. Contrary to
ViPubmedT5 trained for text generation tasks, our
model is trained for representation learning tasks.
It relies on ViDeBERTa (Tran et al., 2023) and
is trained using the masked language model and
weight-sharing mechanisms. This allows the model
to produce more fine-grained representations of
medical documents in Vietnamese.

3 Pre-traing ViPubmedDeBERTa

This section describes the architecture, pre-training
data, training strategy, and optimization setup for
ViPubmedDeBERTa.

Data The ViPubmedDeBERTa was pre-trained
with two main data sources. The first data source
implicitly comes from the 138GB CC100 dataset
as we continuously pre-trained the previous ViDe-
BERTa model (Tran et al., 2023). The second data
source consists of 20 million Vietnamese biomed-
ical abstracts obtained via a state-of-the-art large-
scale translation system for English-Vietnamese
translation in the biomedical domain (Phan et al.,
2022b), based on the PubMed2 dataset. PubMed
is a high-quality dataset of biomedical research,
including up-to-date information of COVID-19 dis-
eases and vaccines, collected from sources such as
life science publications, medical journals, and pub-
lished online e-books. The 20 million translated
abstracts were used to pre-train ViPubmedT5 (Phan
et al., 2022b), an encoder-decoder model, which
has demonstrated a low level of bias and errors in
its translation outputs. This model has achieved
state-of-the-art results in medical and clinical con-
texts, demonstrating its effectiveness in translating
biomedical knowledge into Vietnamese. A fuzzy
de-duplication, targeting documents with high over-
lap, was conducted at the document level to en-
hance the quality of the second data source. To do
that, we employed locality-sensitive hashing with
a threshold of 0.9 to remove abstracts that overlap
over 90%. This process results in the average re-
duction of the dataset’s size by 3%. We used Pyvi3 -
a Vietnamese toolkit to perform word segmentation
on the pre-training dataset (the second data source)
for compatibility with our tokenizer.

2https://ftp.ncbi.nlm.nih.gov/pubmed/baseline
3https://pypi.org/project/pyvi/



Model architecture The architecture of ViPub-
medDeBERTa relies on ViDeBERTa (Tran et al.,
2023). ViDeBERTa, a recently developed pre-
trained monolingual language model for the Viet-
namese language, leverages the extensive CC100
dataset, which composes 138GB of uncompressed
texts derived from web crawls of monolingual data
sources (Conneau et al., 2019). ViDeBERTa is built
upon the architecture of DeBERTaV3 (He et al.,
2021). The model undergoes training using self-
supervised learning objectives, specifically Masked
Language Modeling (MLM) and Relation-aware
Token Discrimination (RTD), aiming to optimize
its performance. Furthermore, we employ Gradient
Disentangled Embedding Sharing (GDES) to fur-
ther enhance the overall efficacy of the model. The
ViDeBERTa was selected because it is the small-
est PLM (86M parameters) (Table 1) but achieves
promising results for NLP-related tasks (Tran et al.,
2023). The small number of parameters helps to
reduce the request for heavy computing resources
and speed up the pre-training and fine-tuning pro-
cesses.

To enhance the model’s performance, we fine-
tuned ViDeBERTa using a high-quality corpus
of biomedical texts by using the MLM. This
is because MLM is appropriate for representing
the meaning of tokens based on their neighbors.
We did not employ the next sentence prediction
as BERT (Devlin et al., 2019) because it does
not show improvements for contextual represen-
tation (Liu et al., 2019). To improve both train-
ing efficiency and the quality of the pre-trained
model, the pre-training process uses a weight-
sharing mechanism called Gradient-Disentangled
Embedding Sharing (Clark et al., 2019). After
pre-training, ViPubmedDeBERTa exists two ver-
sions: ViPubmedDeBERTaxsmall with 22M param-
eters and ViPubmedDeBERTabase with 86M param-
eters, respectively. It facilitates the fine-tuning of
the model into downstream tasks with two options
for computing resources. Our experimental results
show that a vocabulary size of 128k covers almost
all subwords, so we leverage the pre-trained token
weights of the ViDeBERTa model and do not re-
train the new tokenizer. This tokenizer integrates
word and sentence segmentation, employing the
Vietnamese toolkit PyVi. Additionally, it is pre-
trained with a SentencePiece tokenizer (Kudo and
Richardson, 2018) to facilitate the segmentation
of sentences into sub-word units. This tokenizer

results in a vocabulary of 128K sub-word types,
which enhances the diversity of representation.

Pre-training We used the last checkpoint of
ViDeBERTa (Tran et al., 2023) and continuously
pre-trained our ViPubmedDeBERTa model from
the checkpoint with 20 million medical abstracts
from ViPubmed (Phan et al., 2022a). Our model
was trained on a single A100 GPU (40GB), with
a batch size of 24 and a gradient accumula-
tion step of 4 (resulting in a global batch size
of 96). The ViPubmedDeBERTaxsmall version
was pre-trained in 220k steps in 5 days and the
ViPubmedDeBERTabase version was pre-trained in
400k steps in 9 days with the model’s peak learn-
ing rate of 1e-4. To balance the representation and
training speed, the maximum sequence length was
fixed to 512 tokens. To evaluate the model’s perfor-
mance during pre-training, we regularly assess its
efficacy on the validation set at specified training
steps. Early stopping is employed if the validation
loss does not decrease after five evaluations.

4 Downstream Medical Datasets

This section describes benchmark medical datasets
for fine-tuning the pre-trained ViPubmedDeBERTa
model. The datasets include three medical tasks,
namely, text classification, Named Entity Recogni-
tion (NER), and Natural Language Inference (NLI).
Table 2 summarizes the information of the datasets.

Table 2: Statistics of the benchmark datasets. “IC"
means intent classification in the ViMQ dataset.

Datasets #train #val. #test #class/ner
acrDrAid 4,000 523 1,030 2
ViMQ IC 7,000 1,000 1,000 4
COVID-19 NER 5,027 2,000 3,000 10
ViMQ NER 7,000 1,000 1,000 3
ViMedNLI 11,232 1,395 1,422 2

4.1 Classification

The classification task includes two smaller tasks:
binary classification with the acrDrAid dataset
(Minh et al., 2022) and multiclass classification
with the ViMQ dataset (Huy et al., 2023).

Binary classification The binary classification
task uses acrDrAid (Minh et al., 2022) - a dataset
designed for Vietnamese Acronym Disambiguation
(AD). It contains radiology reports obtained from



the Vinmec hospital4 in Vietnam. The primary ob-
jective of the dataset is to ascertain the accurate
identification of acronym expansion within the con-
text of the provided radiology reports. The dataset
includes 135 acronyms and 424 expansion texts
annotated by three radiologist experts.

Multiclass classification The task of multiclass
classification uses ViMQ (Huy et al., 2023) - a Viet-
namese medical questions dataset crawled from on-
line consultation sections between patients and doc-
tors from www.vinmec.com. The ViMQ includes
9,000 samples and is annotated for two tasks: In-
tent Classification (IC) and Name Entity Recog-
nition (NER). The IC problem includes four la-
bels: Diagnosis, Severity, Treatment, and Cause.
The Diagnosis consists of questions relating to the
identification of symptoms or diseases. The Sever-
ity contains questions relating to the conditions
or grade of an illness. The Treatment composes
questions relating to the medical procedures for an
illness. The Cause includes questions relating to
factors of a symptom or disease. The NER set is
used for the NER task presented in the next section.

4.2 Named Entity Recognition

COVID-19 NER (Truong et al., 2021) is the first
manually annotated domain-specific dataset in Viet-
namese. This dataset contains 10 entity types with
the aim of extracting key information related to
COVID-19 patients. It includes a total of 10,027
samples that are divided into train/valid/test sam-
ples with the amount of 5,027/200/3,000, respec-
tively. We used the word-level version as the same
as PhoBERT (Nguyen and Nguyen, 2020).

ViMQ NER is the NER part of the ViQM dataset
(Huy et al., 2023). This set consists of three entity
categories: symptom-disease, medicine, and medi-
cal procedure with 13,253, 2,000, and 979 NERs,
respectively. The set is split into train/dev/test with
the number of samples as 7,000/1,000/1,000 and
only has the word-level version.

4.3 Natural Language Inference

ViMedNLI (Phan et al., 2022a) is a Viet-
namese medical natural language inference dataset
(ViMedNLI) that was translated from MedNLI
(Romanov and Shivade, 2018) and refined with
biomedical experts. Given a premise sentence and
a hypothesis sentence, the relation of two sentences

4https://vinmec.com/

falls into one of the labels: entailment, contradic-
tion, and neutral.

5 Fine-tuning ViPubmedDeBERTa for
Vietnamese Medical Tasks

This section describes the fine-tuning process of
ViPubmedDeBERTa for Vietnamese medical down-
stream tasks. To balance the quality and the
efficiency of the fine-tuning process, the maxi-
mum sequence length of 512 and executed reword-
segmentation were used for all tasks.

5.1 Classification

As mentioned, the classification task contains two
smaller tasks: binary classification and multiclass
classification. The fine-tuning process of classifica-
tion is described in the next sections.

Binary classification The binary classification is
to classify an acronym text into one of two classes:
acronym or non-acronym. Based on the provided
code by (Minh et al., 2022) for the acrDrAid
dataset, we employed transfer learning to optimize
the effectiveness of our models. In particular, the
input sequence was presented as a single sentence,
wherein the final hidden vector denoted as C ∈ RH

associated with the first input token [CLS] is se-
lected. This vector is then concatenated with the
mean representation of acronym tokens in the sen-
tence represented by A ∈ RL×H , which serves as
the comprehensive sentence representation. The
new components introduced during this process are
two linear layers, each equipped with a weight ma-
trix: W1 ∈ R2H×K and W2 ∈ RK×1, respectively.
Where H is the hidden model dimension, L is the
length of the acronym tokenized text, and K is the
intermediate dimension. The outputs were com-
puted with a standard classification loss to predict
whether the acronym text matched the label or not.
The model was fine-tuned in 100 epochs with a
learning rate of 3e-5, a batch size of 32, and a fixed
random seed. To assess the model’s performance
during the fine-tuning phase, we evaluated its ef-
fectiveness at fixed training steps on the validation
set by using the Macro-F1 score as the early stop-
ping criteria. The best model checkpoint was then
evaluated on the test set to report the final score.

Multiclass classification The pre-trained ViPub-
medDeBERTa model was also fine-tuned for the
multiclass classification task on the intent classifica-
tion part of ViMQ (Huy et al., 2023). The input is

www.vinmec.com


a sequence and the model has to predict the classes
of the input. To obtain an aggregate representation,
we utilized the first or last hidden vector denoted
as C ∈ RH extracted from the pre-trained model,
specifically the vector associated with the special
token [CLS]. Additionally, we introduced an ar-
chitectural modification by incorporating an extra
linear layer on top of the pre-trained model. This
linear layer is parameterized by a weight matrix
W ∈ RH×K , where H is the hidden dimension of
the model and K represents the number of labels in-
volved in the classification task. Subsequently, we
proceed with the fine-tuning of our models. The
fine-tuning process was employed in 15 epochs
with a learning rate of 3e-5 and a batch size of 16.

5.2 Named Entity Recognition
The pre-trained ViPubmedDeBERTa model was
fine-tuned for the medical NER task. The fine-
tuning process uses two datasets: COVID-19
(Truong et al., 2021) and ViMQ NER (Huy et al.,
2023) (the NER part of VIMQ). For fine-tuning,
an additional linear layer was stacked on top of
ViPubmedDeBERTa with a weight matrix of W ∈
RH×N , where H is the hidden model dimension
and N is the number of NER types. The input
sequence was structured as a single sentence and
the model utilized the final hidden state vectors
C ∈ RL×H (L is the length of the sequence),
which serves as a comprehensive representation
for each token of the input sentence. The matrix C
was then fed into the aforementioned linear layer
W for the sequence labeling of each input token.

The fine-tuning process employed the cross-
entropy loss the measure the difference between
predicted tags and gold labels. The fine-tuning pro-
cess was conducted in 10 epochs with a learning
rate of 2e-5 and a batch size of 16.

5.3 Natural Language Inference
The pre-trained ViPubmedDeBERTa model was
also fine-tuned for the NLI task on the ViMedNLI
dataset (Phan et al., 2022a). To do that, we for-
mulated the input as a sentence pair comprising
a premise (the first sentence) concatenated with a
hypothesis (the second sentence) by using the spe-
cial token [SEP]. The pair was then passed through
the pre-trained model to extract features by using
the representation of the [CLS] token. For clas-
sification, we introduced a new linear layer on
top of the pre-trained model, with a weight ma-
trix W ∈ RH×1, where H denotes the hidden di-

mension of the pre-trained model. The fine-tuning
process was done in 20 epochs with a learning rate
of 2e-5 and a batch size of 16.

6 Results and Discussion

6.1 Experimental Results

This section shows the comparison of our fine-
tuned model to state-of-the-art (SOTA) PLMs in
Vietnamese. The SOTA PLMs are as follows.
PhoBERT (Nguyen and Nguyen, 2020) is a PLM
trained by Wikipedia and news for a wide range
of NLP tasks in Vietnamese. PhoBERT includes
small and base versions. ViHealthBERT (Minh
et al., 2022) is a PLM designed for medical tasks
in Vietnamese. It has a base version on the word
level. ViDeBERTa (Tran et al., 2023) is another
PLM for NLP tasks in Vietnamese for general do-
mains. It includes a base version. To ensure a fair
comparison, we removed the additional layers (e.g.,
CRF for NER) used to stack the three PLMs and
re-ran them on three medical tasks: classification,
NER, and NLI. We did not compare our model to
ViT5 (Phan et al., 2022b) or BARTPho (Tran et al.,
2021) due to our different purpose in representa-
tion learning. The evaluation metrics of each task
were followed from original studies (Nguyen and
Nguyen, 2020; Minh et al., 2022; Tran et al., 2023;
Phan et al., 2023).

Classification Tables 3 and 4 show the perfor-
mance of PLMs for binary and multiclass classi-
fication. The results show two important points.
First, our PLM is significantly better than ViDe-
BERTa (Tran et al., 2023), the base model used
to train our PLM. It confirms the contribution of
domain adaptation with medical data. By fine-
tuning ViDeBERTa with medical data, the pro-
posed model can adapt well to the medical domain
and shows promising results for the classification
downstream task. Second, for binary classifica-
tion on the acrDrAid dataset, the proposed ViPub-
medDeBERTa model consistently outputs better
performance than other PLMs across all evalua-
tion metrics, achieving an improvement of +1.78%,
+4.56%, and +3.47% in terms of Macro-Precision,
Macro-Recall, and Macro-F1 respectively, in com-
parison to the previous state-of-the-art model Vi-
HealthBERT (Minh et al., 2022). For multiclass
classification on the ViMQ dataset, the results in
Table 4 share the same trend as Table 3. The pro-
posed PLM is the best followed by ViHealthBERT.



Table 3: The performance of binary classification on
acrDrAid. Mac is the Macro metric. P is precision and
R means recall. Bold values are the best and underline
values are the second best used for all tables.

Model Mac-P Mac-R Mac-F1
PhoBERTbase 91.97 74.81 82.51
PhoBERTlarge 91.50 70.38 79.56
ViHealthBERTbase 93.20 75.62 83.49
ViDeBERTabase 87.38 62.74 73.04
Oursxsmall 94.98 80.18 86.96
Oursbase 92.67 78.92 85.24

Table 4: The performance of multiclass classification on
VIMQ. Acc: accuracy, Mic: micro, and Mac: macro.

Model Acc Mic-F1 Mac-F1
PhoBERTbase 89.30 89.30 90.33
PhoBERTlarge 89.30 89.30 90.33
ViHealthBERTbase 90.10 90.10 90.85
ViDeBERTabase 86.00 86.00 86.46
Oursxsmall 90.60 90.60 91.26
Oursbase 90.50 90.50 91.19

Other PLMs also achieve promising results. Inter-
estingly, the small version of our model is competi-
tive with the base model even though the number
of parameters is much smaller (22M vs. 86M). It
shows that with appropriate data for fine-tuning,
small PLMs can achieve promising results (similar
to PhoBERT (Nguyen and Nguyen, 2020)).

NER Table 5 reports the comparison of the pro-
posed model and strong PLMs for NER in Viet-
namese. Similar to classification, we can observe
that the proposed model is better than the base
model, ViDeBERTa, especially on the NER part
of ViMQ. For the COVID-19 dataset, the results
show that ViPubmedDeBERTa (the base version)
achieves improvements for all metrics compared
to other PLMs. The small version of ViPubmed-
DeBERTa is also competitive with BERTlarge even
though this version has the smallest number of pa-
rameters (22M vs. 370M of BERTlarge). ViHealth-
BERT also obtains promising results which are
very close to the scores of our model.

For the NER part of ViQM, the trend is similar
to the COVID-19 dataset, in which the base and
small versions of our PLM obtain the best and
second-best results. ViHealthBERT (Minh et al.,
2022) follows our two versions with tiny margins.
It shows that ViHealthBERT is a strong PLM for
Vietnamese medical tasks.

Table 5: The NER performance on the COVID-19 and
ViMQ datasets.

Model Acc Mic-F1 Mac-F1
COVID-19

PhoBERTbase 97.59 93.26 92.01
PhoBERTlarge 97.75 93.79 92.69
ViHealthBERTbase 98.21 93.95 92.85
ViDeBERTabase 97.62 89.14 85.82
Oursxsmall 98.81 94.62 92.98
Oursbase 98.83 94.76 93.18

ViMQ-NER
PhoBERTbase 91.67 78.18 76.91
PhoBERTlarge 91.76 78.21 74.73
ViHealthBERTbase 91.93 78.26 76.25
ViDeBERTabase 88.33 69.25 61.47
Oursxsmall 91.99 80.08 77.34
Oursbase 92.04 80.65 77.83

NLI Table 6 shows the comparison of NLI be-
tween our model and other PLMs. We can observe
that ViHealthBERT (Minh et al., 2022) is the best
for all metrics. Our model follows ViHealthBERT
with tiny margins. In addition, our models are still
better than other strong PLMs such as PhoBERT
and ViDeBERTa. Note that ViPubmedT5 (Phan
et al., 2023) only reports an accuracy of 81.65%
which is the best. However, we could not access the
code for reporting other metrics. So the accuracy
of ViPubmedT5 was not put into Table 6 to keep
the consistency of the evaluation.

Table 6: The performance on the ViMedNLI dataset.

Model Acc Mic-F1 Mac-F1
PhoBERTbase 77.29 77.24 77.24
PhoBERTlarge 77.49 77.49 77.50
ViHealthBERTbase 78.19 78.19 78.2
ViDeBERTabase 66.80 66.80 66.92
Oursxsmall 77.77 77.77 77.75
Oursbase 77.71 77.66 77.66

6.2 Discussion
The results of the three tasks shown in Tables 3, 4,
5, and 6 indicate two important points. First, our
model is consistently better than ViDeBERTa, the
base version used to train our models. It confirms
the efficiency of the pre-training and fine-tuning
processes in Sections 3 and 5. By using a massive
high-quality amount of medical data, our models
can adapt well to the medical domain. Second, our
small version outputs competitive results compared



to the base version, even though the number of
parameters of the small version is much smaller
than that of the base version (22M vs. 86M). A
possible reason is that the base version needs more
training steps for convergence. In addition, the fi-
nal Transformer layer of the base version may not
be optimized to capture the comprehensive syntac-
tic structural information, as suggested by previ-
ous studies (Hewitt and Manning, 2019; Jawahar
et al., 2019). In general, the two versions achieve
promising results compared to SOTA PLMs in Viet-
namese.

The results also show that the performance of
the two versions (22M and 86M parameters) is
better than that of PhoBERTlarge (with 370M pa-
rameters) and ViHealthBERTbase-word (with 135M
parameters) despite having a much smaller num-
ber of parameters. It shows that with appropriate
data and pre-training strategies, a small PLM can
be comparable with large PLMs. In practice, it
helps to reduce the request for heavy computing
resources for pre-training. For other PLMs with
a similar number of parameters, i.e., ViDeBERTa
(86M parameters), our pre-trained model is much
better in terms of performance. Among the three
tasks, ViPubmedDeBERTa is the best for classifica-
tion and NER while it is comparable to ViHealth-
BERT for the NLI task. For classification and NER
tasks, a possible reason is that ViPubmedDeBERTa
effectively utilizes the robustness inherited from
ViDeBERTa, a model based on the DeBERTaV3
architecture trained on a large-scale, high-quality
Vietnamese dataset (138GB) (He et al., 2021). Ad-
ditionally, the pre-training of ViPubmedDeBERTa
on 20M Vietnamese biomedical abstracts, acquired
through large-scale translation and refined by do-
main experts, contributes to improving the contex-
tual representation of input tokens. It facilitates the
fine-tuning of ViPubmedDeBERTa for downstream
classification and NER tasks.

For the NLI task, the average length of sequences
in ViMedNLI is approximately 128 tokens which
is quite short compared to classification and NER
corpora. These 128 tokens are far from the max-
imum length of 512 designed for ViPubmedDe-
BERTa. It may reduce the context representation
of input tokens. In contrast, ViHealthBERT was
pre-trained with a maximum length of 256 which
seems to be more appropriate for the ViMedNLI
than our model. However, the gap between our
model and ViHealthBERT for NLI is tiny even

though the number of parameters of our model is
much smaller than that of ViHealthBERT.

7 Conclusion

This paper introduces ViPubmedDeBERTa, a pre-
trained language representation model specifically
designed for Vietnamese biomedical tasks. The
model was continuously trained by using ViDe-
BERTa with 20 million high-quality Vietnamese
biomedical abstracts translated from PubMed. Ex-
perimental results on three biomedical tasks show
three important points. First, ViPubmedDeBERTa
is consistently better than ViDeBERTa, the base
model used in the pre-training step. It confirms the
contribution of biomedical data that helps to adapt
the model to the medical domain. Second, ViPub-
medDeBERTa obtains promising results compared
to recent SOTA PLMs in Vietnamese even though
our model is much smaller in terms of parameters.
Finally, ViPubmedDeBERTa faces challenges with
short input sequences. By publishing ViPubmed-
DeBERTa as a robust pre-trained model, we aim to
facilitate future research and applications of NLP
tasks in the healthcare and medical domains.

Although we have demonstrated ViPubmedDe-
BERTa’s state-of-the-art performance across vari-
ous NLP tasks for the Vietnamese medical domain,
further analyses and ablation studies are required
to gain a comprehensive understanding of the be-
havior of the model. The model needs further ob-
servation to show how good ViPubmedDeBERTa
is to capture Vietnamese linguistic knowledge. In
addition, we will continue to improve the quality
of the base model by training with additional steps
and plan to test ViPubmedDeBERTa for other NLP
tasks in more diverse genres and scenarios. We
leave these in-depth investigations as future work.
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