CEBUANER: A New Baseline Cebuano Named Entity Recognition Model

Ma. Beatrice Emanuela Pilar” Ellyza Mari Papas®’® Mary Loise Buenaventura®
Dane Dedoroy? Myron Darrel Montefalcon Jay Rhald Padilla® Lany Maceda™
Mideth Abisado® and Joseph Marvin Imperial*"
©Silliman University, Philippines *Bicol University, Philippines
ANational University, Philippines, " University of Bath, UK
beatricenpilar@su.edu.ph, jrimperial@national-u.edu.ph

Abstract

Despite being one of the most linguistically
diverse groups of countries, computational lin-
guistics and language processing research in
Southeast Asia has struggled to match the level
of countries from the Global North. Thus, ini-
tiatives such as open-sourcing corpora and the
development of baseline models for basic lan-
guage processing tasks are important stepping
stones to encourage the growth of research ef-
forts in the field. To answer this call, we in-
troduce CEBUANER, a new baseline model
for named entity recognition (NER) in the Ce-
buano language. Cebuano is the second most-
used native language in the Philippines with
over 20 million speakers. To build the model,
we collected and annotated over 4,000 news
articles, the largest of any work in the language,
retrieved from online local Cebuano platforms
to train algorithms such as Conditional Ran-
dom Field and Bidirectional LSTM. Our find-
ings show promising results as a new baseline
model, achieving over 70% performance on
precision, recall, and F1 across all entity tags
as well as potential efficacy in a crosslingual
setup with Tagalog.

1 Introduction

Open-sourced and accessible machine-readable lan-
guage datasets drive the progress of computational
linguistics research. As such, university and in-
dustry research initiatives such as IndoNLP (Wilie
et al., 2020; Aji et al., 2022), Glot500 (Imani-
Googhari et al., 2023), MasakhaneNER (Adelani
et al., 2021, 2022) as well as conferences like Lan-
guage Resources and Evaluation (LREC)! encour-
age and advocate for increased efforts in develop-
ing and release of high-quality resources to the
community. Despite these efforts, however, lan-
guages in other parts of the world, such as in South
East Asian (SEA) countries like the Philippines,
Thailand, and Myanmar, still remain on the lower

1http: //www.lrec-conf.org/

end of the level of digital support by researchers
(Simons et al., 2022).

In Natural Language Processing (NLP) research,
Named Entity Recognition (NER) is the task of
labeling identifiable entities such as organization
name ("Tottenham Hotspurs", "Red Cross") and
specific locations ("Manila City", "Penny Lane
Street") as in texts. It is considered one of the foun-
dational information extraction tasks in NLP that
are used frequently by both the research community
and the industry (Lorica and Nathan, 2021; Vajjala
and Balasubramaniam, 2022). A good NER model
serves as a backbone for more advanced systems
requiring a deeper understanding of contextual se-
mantics and disambiguation of texts to retrieve in-
sights (Zhou et al., 2019). To date, research on
NER has focused on improving the performances
of models through advanced methods. Architec-
tural additions such as predefined entity lists like
gazetteers (Rijhwani et al., 2020), data augmen-
tation techniques (Yaseen and Langer, 2021; Cai
et al., 2023), and complex neural methods (Chiu
and Nichols, 2016; Cotterell and Duh, 2017a; Liu
et al., 2018; Zhou et al., 2019) have been used.
Likewise, a plethora of online tools such as SPACY?
and STANZA? already integrates production-ready
NER models for high-resource languages such as
English, Chinese, and German.

In this study, we introduce CEBUANER, a new
baseline named entity recognition model for the
language Cebuano as a response to the call for new
initiatives of tool, model, and dataset creation for
low-resource languages. We collected and anno-
tated over 4,000 articles written in Cebuano to train
NER models using modern machine learning al-
gorithms such as including Conditional Random
Fields (CRF) and Bidirectional Long Short-Term
Memory (Bi-LSTM). We specifically selected the

2https://spacy.io/models/xx
3https://stanfordnlp.github.io/stanza/ner_
models.html
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task of NER for our study’s contribution because of
its simplicity and potential to serve as a baseline re-
source for advanced initiatives in computational
linguistics and NLP for the Cebuano language.
NER extracts essential information from unstruc-
tured texts by identifying and classifying named
entities, making it easier for computational anal-
ysis to be more meaningful and context-sensitive
(Pant et al., 2023). It also helps organize and cate-
gorize language data, providing valuable insights
into language patterns and usage. This is particu-
larly important for languages with limited digital
resources. Additionally, NER is instrumental in
creating digital dictionaries and grammar tools es-
sential for academic understanding and language
learning. These resources make languages more
accessible and user-friendly for current and future
research initiatives in Cebuano (Gharagozlou et al.,
2023). From this paper, we hope to inspire more
efforts to develop and improve the digital repre-
sentation of Cebuano and other under-resourced
Philippine languages through open sourcing and
making our code and data publicly available*.

2 Previous Works

In the past years, studies in named entity recogni-
tion (NER) for Philippine languages have mainly
focused on Filipino due to the ease of access to raw
data. One of the first few works to use machine
learning-based modeling is the study of Alfonso
et al. (2013) using Conditional Random Fields on
a dataset of biographies. The model was able to
detect standard text entities such as people, orga-
nization, and location at a performance measure
of 83% in F1 score. The study reported difficulty
with discriminating places and organizations with
42% and 33% error rates, respectively. A follow-
ing study by Eboiia et al. (2013) was published
using Maximum Entropy on a Filipino short story
dataset with a performance 80.53% in F1 score.
Similar to Alfonso et al. (2013), the model also
struggled in identifying location and organization
information with error rates of 29.41% and 13.10%,
respectively. More recently, the work of Cruz et al.
(2018) also used Conditional Random Fields but on
a compiled news article dataset achieving 75.71%
overall F1 score.

Aside from works on Filipino data, there are
small research efforts to adapt the NER method-
ology for the Cebuano language. However, most

4https ://github.com/mebzmoren/CebuaNER

of these works claim to be preliminary results due
to the limited availability of gold-standard anno-
tations. The work of (Maynard et al., 2003) first
attempted to adapt an English NER system called
ANNIE to Cebuano. The study involved replacing
modules of tokenization, lexicon, and gazetteers
from a small annotated Cebuano news dataset. The
system achieved a promising performance of 69.1%
in F1 score, reporting possible sources of error
in untrained human annotators for the named en-
tity recognition task. Upon checking, the Cebuano
NER module in ANNIE is not publicly available.
A subsequent study by Cotterell and Duh (2017a)
examined a trained neural CRF on Filipino in a
crosslingual setup using a separate silver-standard
Cebuano data from Wikipedia. The neural CRF’s
performance was slightly lower than the log-linear
CRF on Tagalog alone (56.98% vs. 58.15%). Nev-
ertheless, when incorporating cross-lingual data
from Cebuano, the neural CRF demonstrated sig-
nificant improvement, outperforming the log-linear
CRF by achieving an F1 score of 81.79% compared
to 75.29%. More recently, a study by Gonzales et al.
(2022) proposed a hybrid neural network method
for both part-of-speech tagging and NER. The work
reported preliminary results with approximately 95-
98% in both precision and recall but only used a
small dataset of 200 news articles.

Our study’s major difference from these prelimi-
nary efforts is that we start from the ground up in
terms of training NER models. We build a large
gold-standard Cebuano dataset composed of 4,258
new articles annotated with high reliability by na-
tive speakers, which will be made open-sourced
upon publication. Our dataset was sourced from
recent content published by local Cebuano news
platforms within the last five years. We see this
as another advantage of this work, as recency and
being able to capture modern language changes
is an important aspect of automated tools. Lastly,
compared to other works mentioned, we explore
and compare the performances of modern machine
learning algorithms for baseline model develop-
ment which have shown greater effectivity for the
task, especially for low-resource languages (Cot-
terell and Duh, 2017a; Zhou et al., 2019).

3 The Cebuano Language (CEB)

The Philippines is one of the most linguistically
diverse countries in Asia (McFarland, 2008; Metila
et al., 2016). Part of the nation’s linguistic iden-
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Figure 1: The central subgroup of the Philippine lan-
guage family tree highlighting the origin of Cebuano
language (CEB). Adapted with permission from Impe-
rial et al. (2022).

tity is Cebuano (CEB)’ which is the second most
widely spoken language with over 27 million ac-
tive speakers next to the national language Filipino.
As part of the Bisayan language family, Cebuano
exhibits a vibrant linguistic heritage and is spo-
ken in the regions of Cebu, Siuijor, Bohol, Negros
Oriental, northeastern Negros Occidental, southern
Masbate, and in central areas of Mindanao. Despite
this considerable number of speakers, Cebuano still
continues to be classified as an under-resourced lan-
guage by most data survey papers due to its very
limited digital support (Imperial et al., 2022; Si-
mons et al., 2022). We illustrate the placement
of the Cebuano language in the Greater Central
Philippine family tree in Figure 1.

4 Corpus Building and Preprocessing

This section of the paper presents a comprehensive
outline of our procedure for building a Cebuano cor-
pus. The following steps are taken to accomplish
this task: data collection, annotation, and reliability
testing.

4.1 Data Collection

For collecting Cebuano data, we collected publicly
available articles from two local news sources in
Cebuano, Yes the Best Dumaguete and the Filip-
inas Bisaya. To further increase the data count, we
also incorporated another publicly available dataset
from SunStar Cebu pre-collected by independent
researcher Arjemariel Requina®. The total accu-
mulated and filtered size of the Cebuano dataset is

5https://www.ethnologue.com/language/ceb/
6https://github.com/rjrequina/
Cebuano-P0S-Tagger

4,258 articles. Table 1 presents the distribution of
the dataset per source.

Source Original  Cleaned
Yes the Best Dumaguete 1,484 781
Filipinas Bisaya 769 377
SunStar Cebu 3,100 3,100

Table 1: Statistics of news data sources for building
CEBUANER.

4.2 Annotation Process

In the annotation process of the Cebuano dataset,
we used Label Studio, an open-sourced data label-
ing platform’. We employed and trained two un-
dergraduate students who are native speakers of the
Cebuano language for the labeling task. To follow
labeling formats of current research in NER (May-
hew and Roth, 2018; Mayhew et al., 2019; Adelani
etal., 2021), we annotated four entity types through
the BIO encoding schema and used the tags Person
(PER), Organization (ORG), Location (LOC), and
Other (OTHER). We show an example of how a
text in Cebuano is annotated using these tags in
Figure 2.

Si Juanna na nag trabaho sa SM ay taga Cebu City.
O B-PER O O o O B-ORGO O B-LOC I-LOC

Figure 2: Cebuano sentence with annotations

4.3 Reliability Testing

We noticed that previous works mentioned in Sec-
tion 2, especially for NER in Philippine languages,
lack information about how reliable the tags in their
respective datasets are. We see this as a limitation
that should be avoided as transparency of data qual-
ity is important for progress in the field. Thus, for
this study, we calculate the reliability of annota-
tions of the tags in our annotated Cebuano dataset.
We use Cohen’s x (Cohen, 1960) as done in pre-
vious works for NER such as in Balasuriya et al.
(2009); Brandsen et al. (2020); Jarrar et al. (2022).
Cohen’s x involves comparing the observed agree-
ment p, between annotators to the agreement that
would be expected by chance p, using the formula:
Po — Pe

"o 1_pe (1)

"https://labelstud.io/
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Table 2 shows the agreement scores between an-
notators. The observed agreement indicates that
around 98.37% of the data points have labels on
which the annotators agree, demonstrating a high
level of consistency in their annotations. The agree-
ment by chance represents the proportion of agree-
ment that would be expected by random chance
alone. As it is lower than the observed agreement,
it suggests that the annotators’ agreement exceeds
what would be expected by chance. A Cohen’s
k score that is close to 1.0 implies a high level
of agreement. Thus, a value of 0.9315 obtained
in our study further supports the notion of strong
agreement between the annotators.

Observed Agreement  0.9837
Agreement by Chance  0.7617
Cohen’s k 0.9315

Table 2: Cohen’s k results from annotations.

4.4 Feature Extraction

Feature extraction is a crucial step in the modeling
process, and it can help improve the model’s overall
performance by having more dimensions to factor
in for the identification of the correct tags (Guyon
and Elisseeff, 2003). In this study, we extracted
the following features covering word and sentence-
based variables as listed below:

1. Boolean flags if the first letter of a target word
is capitalized, all in uppercase or a digit.

2. The character bigram and trigram of a target
word.

3. Whether a target word is at the beginning or
end of the sentence (BOS or EQS).

4. The two words to the left and the right of the
target word.

5. The top word clusters from an external em-
bedding file for the target language.

For the clustering component, we used a Ce-
buano corpus composed of Internet texts through
the CEBTENTEN corpus from Sketch Engine®.

8https://www.sketchengine.eu/
cebtenten-cebuano-corpus/

S Modelling

This section presents the modeling process that
we used to develop our Cebuano NER system.
To compare performance, we adopt two dif-
ferent techniques, Conditional Random Field
(CRF) and Bidirectional Long Short Term Mem-
ory (BiLSTM) model. We use the package
sklearn-crfsuite in Scikit-Learn (Pedregosa
et al., 2011) and PyTorch (Paszke et al., 2019) for
the implementation of the training algorithms. We
show a visual guide of the overall methodology of
the study in Figure 3.

5.1 Conditional Random Fields

For the first modelling approach, we adopt one
of the most common statistical methods for NER
which is the Conditional Random Fields (Lafferty
et al., 2001). CRFs are undirected graphical mod-
els that capture label conditional dependencies,
making them ideal for applications such as part-
of-speech tagging and named entity recognition
(Eboiia et al., 2013; Alfonso et al., 2013; Cotterell
and Duh, 2017b). Their ability to capture the re-
lationships among adjacent words in a sentence is
particularly valuable for NER since named entities
often exhibit specific patterns in the context of the
surrounding words (Wallach, 2004).

CRF architecture entails encoding the condi-
tional probability distribution P(y|x) over label
sequences Y given observation sequences x, en-
abling for quick and accurate sequence labeling
without imposing unnecessary independence as-
sumptions (Wallach, 2004). We show the main
computation below where ; corresponds to the
weight, (y¢, y¢1—1, x¢) for the feature, and Z for the
normalizing factor:

| T
P(ylz) = - 11 Be(we, ye, ) (2
=1

5.2 Bidirectional Long Short-Term Memory

For our second modelling approach, we advance
to a neural network algorithm direction using Bidi-
rectional Long Short-Term Memory or BiLSTM
(Schuster and Paliwal, 1997). BiLSTM is a type of
recurrent neural network (RNN) that has the abil-
ity to process sequential data in both forward and
backward direction. It is also commonly used in
tasks that involve sequence labeling such as NER
with substantially larger datasets, in addition to
being able to capture contextual information from
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Figure 3: Overall methodology of developing CEBUANER using annotated news datasets in Cebuano with machine

learning models CRF and BiLSTM.

both forward and backward direction of words in
a sentence (Chiu and Nichols, 2016; Reimers and
Gurevych, 2017; Panchendrarajan and Amaresan,
2018; Zukov—Gregorié etal., 2018).

6 Results

In this section, we describe the outcome of train-
ing both the CRF and BiLSTM models using
our newly-collected and annotation Cebuano NER
dataset. Similar to previous works (Mayhew et al.,
2019), we omit the analysis with the OTH (other)
tag as this usually serves as a miscellaneous label
for more advanced tags in future annotations.

Tagset  Precision Recall F1 Support
B-PER 0.859 0.895 0.877 524
I-PER 0.852 0917 0.883 264
B-ORG 0.825 0.558  0.665 312
I-ORG 0.835 0.736  0.782 420
B-LOC 0.854 0.731  0.788 383
I-.LOC 0.851 0.670  0.750 273

Table 3: Performance of the trained and un-optimized
CRF model for Cebuano NER

Tagset  Precision Recall F1 Support
B-PER 0.881 0918 0.899 524
I-PER 0.875 0932  0.903 264
B-ORG 0.879 0.651 0.748 312
I-ORG 0.860 0.729  0.789 420
B-LOC 0.887 0.799  0.841 383
I-LOC 0.833 0.733  0.780 273

Table 4: Performance of the trained and optimized CRF
model for Cebuano NER.

For the CRF model, we first experimented with a
standard optimization algorithm with LBFGS (Liu
and Nocedal, 1989) that we ran for 100 iterations.
Subsequently, a combination of L1 and L2 regu-
larizations were used on the model to search for

the optimal hyperparameters through a random-
ized search algorithm that we also ran for the same
number of iterations to prevent overfitting. Upon
evaluation of the resulting hyperparameters, we ob-
tained an overall mean cross-validation F1 score of
0.901, 0.768, and 0.811 as calculated in Table 4 per
tagset of PER, ORG, and LOC, respectively. We
also note an overall improvement in performance
from the initial evaluation from the unoptimized
CRF model by about 2%, 4%, and 4.2% per tagset
of PER, ORG, and LOC, respectively.

Tagset  Precision Recall F1  Support
B-PER 0.85 089 087 524
I-PER 0.84 0.88 0.86 264
B-ORG 0.78 036 049 312
I-ORG 0.81 0.76 0.79 420
B-LOC 0.85 0.69 0.76 383
I-LOC 0.79 0.61 0.69 273

Table 5: Performance of the trained and optimized BiL-
STM model for Cebuano NER.

Table 5 shows the results of model training for
BiLSTM. The mean averages performance of the
model for F1 score are 0.865, 0.640, and 0.725
per tagset of PER, ORG, and LOC, respectively.
We observe that there is a close resemblance with
the performance of the un-optimized CRF model
in Table 3. We infer that this relatively lower per-
formance can be attributed to the size of the data
used. Specifically, this can be seen with the re-
duced performance in the F1 score, especially with
identifying organization and location entities. Like-
wise, while CRFs are seen as the more traditional
approach to work regarding NER, the use of BiL-
STM may be more practical if the number of train-
ing data is higher than what we used. Despite our
models being the new baseline due to having the
highest training data used for Cebuano, future re-



search works incorporating more annotated data
should see an improvement across all performance
metrics.

7 Discussion

In this section, we provide an in-depth discussion
of insights obtained from the performances of the
trained models, including error analysis and poten-
tial for crosslingual application.

7.1 Error Analysis

Sa laing lugar sama sa ug
Predicted: O o o o (o] o o B-I o
Correct: O o o o o I (0] B-1 (o)

Member Boniel sa provincial jail sa
Predicted: B-PER I-PER o o O O
Correct: O B-PER o o O O

SO .

Sa RTC 52 sa

Predicted: O B-ORG O O B-LOC

Correct: O B-ORG I-ORG O B-LOC

Figure 4: Cebuano sentences with misclassified annota-
tions

Where previous studies produced pronounced
error rates when it came to identifying certain enti-
ties, such as in the works of Alfonso et al. (2013)
and Ebofia et al. (2013), our best CRF model gives
a more consistent performance that was specially
fitted to the Cebuano language. However, several
instances of misclassified tag predictions still occur
as shown with a few examples in Figure 4. Within
this subset, it was observed that certain named en-
tities have been skipped by the model while other
non-entity words were mistakenly labeled as quali-
fied entities. For this, we further recommend fur-
ther refinement of annotations, particularly with
spans or entities longer than one word, in order to
enhance the precision and efficiency of the NER
model for this specific language.

7.2  On Crosslingual Performance with
Tagalog

The crosslingual capability of NLP models, partic-
ular NER, is tested when a trained model using one
language, in this case Cebuano, performs compara-
bly well when tested on an unseen data in another
language. This has been one of the features of NER
systems that have been focused by previous works
(Cotterell and Duh, 2017b; Xie et al., 2018; Zhou
et al., 2022). Although our goal for CEBUANER

is to become a baseline model primarily for the
Cebuano language, we still performed an initial
crosslingual experiment show its potential to re-
searchers interested in improving the model in the
future. For this set, we used the best performing
model which uses the CRF algorithm and a cor-
rected version Tagalog dataset from the WikiANN
data (Pan et al., 2017) in the calamanCy library9.
The Tagalog dataset contains 782 annotated docu-
ments with the same entity tag list of Person (PER),
Organization (ORG), and Location (LOC).

Table 6 shows the performance of CEBUANER
in a crosslingual setup with a Tagalog dataset. The
mean averages in terms of F1 score are 0.713,
0.395, and 0.589 for entity tag list PER, ORG, and
LOC respectively. While these are substantially
lower overall compared to the previous CRF and
BiLSTM models trained with purely Cebuano data
in Tables 4 and 5, we see potential as recognition
performance for identifying person and location
names do not deviate too far. We also posit that
Tagalog and Cebuano being members of the same
language family subtree as seen in Figure 1 also
contribute to the two languages having overlapping
linguistic intricacies such as grammar and word
use (Imperial et al., 2022; Imperial and Kochmar,
2023).

Tagset  Precision Recall F1 Support
B-PER 0.761 0.615  0.680 833
I-PER 0.790 0.705  0.745 549
B-ORG 0.386 0.303  0.340 363
I-ORG 0.315 0.791 0.451 383
B-LOC 0.766 0436  0.556 383
[-LOC 0.651 0.595 0.622 232

Table 6: Crosslingual experiment of the CRF-based
CEBUANER model applied to a Tagalog test dataset.

8 Conclusion

Research initiatives involving the creation of high-
quality corpus, release of technical implementa-
tions through code, and full transparency of model
training are crucial to level the impact of low-
resource languages in NLP. Towards contributing
to this call, we introduced CEBUANER, a new
baseline model for named entity recognition in the
Cebuano language. CEBUANER’s main advantage
from previous works is the use of a significantly
larger gold-standard data from recent news articles

*https://github.com/1jvmiranda921/calamanCy/
tree/master
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to train models via CRF and BiLSTM, paired with
empirical evidence of potential in a crosslingual
application with Tagalog. In terms of performance,
the best model for CEBUANER surpassed the mean
standard threshold of 0.70 for precision, recall, and
F1 across all entity tag list. We foresee that the
public release of the trained models and annotated
the dataset used will have substantial impact in the
Philippine NLP landscape. Future works include
improvements in span selection of the model to
capture entities greater than one word as well as
application to more complex neural network archi-
tectures if paired with an even higher data count.
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