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Abstract

The task of Automatic Image Caption-
ing (AIC) involves the synthesis of se-
mantically and syntactically correct nat-
ural language descriptions for an input
image. Most existing works on AIC
have focused on caption generation in
the English language. In contrast, very
few efforts have been made to synthe-
size captions in Indian languages, espe-
cially the low-resource ones. The first
contribution of this paper is the creation
of two image caption datasets for As-
samese language. This includes Flickr30K-
Assamese Caption (Flickr30K-AC) and
COCO-Assamese Caption (COCO-AC)
dataset. These datasets are created by
translating Flickr30K and MSCOCO En-
glish captions to Assamese. The semantic
and syntactic errors in translated captions
are further corrected manually. The man-
ual correction was performed to preserve
the linguistic characteristics of Assamese
language for training caption generators.
Second, a Bi-directional LSTM (Bi-LSTM)
based model with bilinear attention is pro-
posed for generating the Assamese cap-
tions. The model performance is evalu-
ated through qualitative and quantitative
measures (BLEU-n and CIDEr scores) and
benchmarked against three baseline mod-
els.

1 Introduction
Automatic Image Captioning (AIC) refers to
the task of composition of natural language
description of an input image. It is an AI com-
plete task involving complex interactions be-
tween image understanding and language mod-
eling. Recent research in image captioning has
witnessed significant performance gain owing
to the advancements in vision and language
problems formulated in deep learning frame-
work. This enables real-life applications of im-

age captioning, like assisting visually impaired
persons and generating reports for general (e.g.
indoor or outdoor scenes) or specific (e.g. med-
ical or remote sensing) images (Stefanini et al.,
2022).

The Assamese language is the official lan-
guage of North-East Indian state of Assam
with more than 15 million native speak-
ers (Chandramouli and General, 2011). The
Assamese language is a member of the Indo-
Aryan language family and has similarities
with Bengali, Odia, and Hindi. The present-
day Assamese script evolved from the Brahmi
script (Pathak et al., 2022) and is written from
left to right (see Figure 1). Additionally, As-
samese language adheres subject-verb-object
(SVO) word order. Furthermore, Assamese
grammar uses different type of identifiers to
express the meaning for gender ( e.g. এজন
ল'ৰা “ejon lora” “A boy”, এজনী েছাৱালী “ejoni
chowali” “A girl ”), shape of object ( e.g. এখন
েটবুল “ekhon tebul” “A table”, এটা আেপল
“eta aapel” “An apple”). Thus, the use of
classifier word is dependent on the next word.
The highly inflected form to convey person
( e.g. মই ভাত খাওঁ “moi vaat khao” “I eat
rice”, আপুিন ভাত খায় “aapuni vaat khai” “You
eat rice”), aspect, tense is a unique feature of
Assamese language. Furthermore, Assamese
grammar makes extensive use of honorifics and
gender distinctions, highlighting social stand-
ing and respect. Despite its intricate grammar
and distinctive linguistic features, the research
on NLP remains unexplored for Assamese lan-
guage due to limited resources.

Classical approaches to AIC used template
and retrieval based techniques (Farhadi et al.,
2010; Kulkarni et al., 2013; Li et al., 2011;
Mitchell et al., 2012). The Template-based
methods generates captions by filling blank
spaces in a fixed template sentence. In con-



Figure 1: Assamese script along with phonetic notation (Samudravijaya, 2021).

trast, retrieval-based methods retrieved cap-
tions from a set of existing sentences accord-
ing to visually similar images. The classi-
cal approaches could generate grammatically
and syntactically correct captions. However,
predefined templates were unable to create
variable-sized sentences. Also, generated sen-
tences often described irrelevant image con-
tents. Recent approches to AIC are formu-
lated in the deep learning framework (Bai and
An, 2018). Recent works on incorporation
of attention mechanism in these approaches
have demonstrated improved performance (Xu
et al., 2015; Anderson et al., 2018). However,
AIC continues to be a challenging problem
on account of the complexities of image con-
tent understanding, language generation and
vision-language interactions (Holzinger et al.,
2021).

The research on image captioning is mainly
focused on English language due to the avail-
ability of large scale image-caption datasets.
In contrast, very few works are dedicated to
image caption generation for Indian languages,
especially the low-resource Assamese language.
This work is primarily motivated by the ab-
sence of a standard image caption dataset in
Assamese language. The major contributions
of this work are as follows

• Creation of an Assamese image caption
dataset by translating the captions of
Flickr30K and MSCOCO from English

to Assamese using Microsoft Translator1.
All semantic and syntactic translation er-
rors are further corrected manually. This
manual curation is performed to preserve
the linguistic characteristics of the As-
samese language.

• An Assamese image captioning model us-
ing Bi-LSTM and bilinear attention is
developed to evaluate the Flickr30K-AC
and the COCO-AC datasets. Observa-
tions from Assamese grammar indicate
that the prediction of a certain word in
image caption will often depend on the
next word. This motivated the use of Bi-
LSTM decoder which enables the caption-
ing model to use forward and backward
context. This in turn helps the model to
understand linguistic properties like, use
of classifiers, which is dependent on the
next word. This is crucial to generate
syntactically and semantically correct As-
samese captions. Further, a bilinear at-
tention module is employed to boost the
performance of the proposed model.

2 Related Work
2.1 Image Captioning
Motivated by neural machine translation, the
recent methods in AIC are formulated in the
deep encoder-decoder framework (Sutskever
et al., 2014). Most deep encoder-decoder

1https://azure.microsoft.com/



frameworks methods have used the CNN as vi-
sual feature encoder and the LSTM (or GRU)
as word sequence (caption) decoder. Vinyals
et al. (Vinyals et al., 2015) proposed the
VGG16 for visual feature encoding and an
LSTM as decoder. The visual features were
fed to the LSTM as the initial hidden state.
The most probable caption words were pre-
dicted based on current input and the pre-
vious hidden state. However, the visual in-
formation became weaker on account of the
vanishing gradient problem while generating
long captions. Accordingly, Xu et al. (Xu
et al., 2015) integrated an attention mech-
anism into the encoder-decoder framework.
Here, the attention weights were computed for
the patches of the input image in each decod-
ing stage. Anderson et al. (Anderson et al.,
2018) proposed the use of bottom-up features
derived from salient scene objects. As cap-
tions describe mostly salient objects and their
inter-relation(s), bottom-up features minimize
noise and computational time while enhanc-
ing model performance. Huang et al. (Huang
et al., 2019) applied multi-head self atten-
tion to enhance visual features. Most atten-
tion mechanisms in image captioning exploit
first order interaction between visual features
and captions. Second order interaction was
introduced by Pan et al. (Pan et al., 2020)
through bilinear attention. This was per-
formed through outer product between visual
features and caption and provided compar-
atively richer representations. However, all
these models employed unidirectional LSTM
as decoder, which is limited by only the past
context for current word generation. Wang et
al. (Wang et al., 2016) proposed a Bi-LSTM
that utilized both past and future context for
caption generation. This method used two
end-to-end trainable LSTMs that generated
captions in both forward and backward direc-
tions with the help of global image features.
Finally, the word sequence with the maximum
probability was chosen as the final caption.
Later, Cao et al. (Cao et al., 2019) proposed
the bag-LSTM, which used Bi-LSTM with a
semantic attention mechanism.

2.2 Image Captioning in Indian
Languages

Most works in the literature have focused on
caption generation in English language. In
contrast, very few works exist on Indian lan-
guages like Hindi, Bengali, and Assamese.
Rahman et al. (Rahman et al., 2019) created
the BanglaLekha-ImageCaption dataset with
16K annotated images for Bengali language.
Shah et al. (Shah et al., 2021) proposed a trans-
former based model for caption generation in
Bengali language. Mishra et al. (Mishra et al.,
2021a) translated MSCOCO English captions
to Hindi and used an attention-based encoder-
decoder model to generate captions in Hindi.
Furthermore, Mishra et al. (Mishra et al.,
2021b) proposed a transformer model to im-
prove caption generation in Hindi. Mishra et
al. (Mishra et al., 2022) employs a hierarchi-
cal RNN model for image paragraph gener-
ation in Hindi language. For Assamese lan-
guage Das et al. (Das and Singh, 2022) pro-
posed a new image captioning system using
attention. Nath et al. (Nath et al., 2022) pro-
posed an Assamese caption dataset by com-
bining translated captions of MSCOCO and
Flickr30K English captions to Assamese. How-
ever, the method proposed by Nath et al. et
al. has several limitations. First, there is no
indication of any curation process for the se-
mantic and syntactic errors presents in the
translated captions of the dataset utilized in
their study. The dataset has been translated
from English to Assamese and used for train-
ing. Further analyses of the translated dataset
reveal that Assamese captions contain seman-
tic and syntactic errors that must be handled.
Second, the model employed in their study is
based on the “Show, Attend, and Tell” (Xu
et al., 2015) paper, the decoder is replaced
from LSTM with GRU and uses VGG16 and
EfficientNetB3 as the image encoders. How-
ever, the paper does not give any insights into
how the results would change if LSTM is used
as the decoder. Additionally, it is not explic-
itly stated which BLEU (BLEU-1, BLEU-2,
BLEU-3, or BLEU-4) score was used to mea-
sure performance, which could have an impact
on how the results are interpreted. Further-
more, the higher BLEU score for Flickr30K
compared to COCO is unclear, given that



the COCO dataset has significantly more im-
ages available. The methods used to deter-
mine the maximum permissible caption length
and the minimum frequency for choosing vo-
cabulary words are also not well explained in
the study. Last, considering the popularity
of beam search for improving caption quality,
there is no mention of its usage. It would be
beneficial to employ beam search for better
caption generation in the Assamese language.

3 Assamese Image-Caption Dataset

The Flickr30K and MSCOCO image caption
datasets are the most popular datasets in the
field of AIC. The images of Flickr30K and
MSCOCO dataset are collected from the web-
site “Flickr.com”. The dataset covers a wide
variety of concepts such as people, animals,
nature, buildings and more. The Flickr-AC
and COCO-AC dataset is created by trans-
lating English captions from Flickr30K and
MSCOCO-2017 dataset to Assamese using the
Microsoft translator. Later, semantic and syn-
tactic errors are manually corrected for the
translated Assamese corpus. A few examples
of the Flickr30K-AC and COCO-AC dataset
is shown in Table 2 along with original En-
glish caption (C1), translated Assamese cap-
tion (C2) and Corrected Assamese caption
(C3). Example in Table 2(a) shows the clas-
sifier এখন “ekhon” (A) is used with ফুটবল “fut-
bol” (Football). However, the word ফুটবল is
referring to a round object and use of এখন is
syntactically incorrect. During the curation
process, the appropriate classifier এটা “eta” is
used in the corrected Assamese caption (C3)
to express the proper meaning. Furthermore,
in example Table 2(b), the word গজত “gojot”
in translated Assamese caption (C2) is refer-
ring to the unit of length “Yard”. This is a
semantic error. In corresponding corrected As-
samese caption (C3), this error is handled by
replacing the incorrect word গজত with েচাতালত
“sotalot” (Lawn). Similarly, other semantic er-
rors like িকক কিৰবৈল “kik koriboloi” (Kick) and
েচঁাচৰা “sosora” (Shaggy) are handled by replac-
ing with corresponding native Assamese words
like লািথ মািৰবৈল “lathi mariboloi” and েকঁেকাৰা
“kekora” respectively.

Statistics of number of Images, Captions
and Unique tokens present in the curated

Figure 2: Flickr30K-AC and COCO-AC caption
length distribution

Flickr30K-AC and COCO-AC are shown in
Table 1. The curated COCO-AC corpus con-
tains 45,195 unique tokens consisting of 82.6%
nouns, 3.8% verbs, 4.1% adjectives and 9.5%
other parts-of-speech (see Table 3(a)). On
the other hand, Flickr30K-AC contains 36,597
unique tokens out of which 71.5% nouns, 6.7%
verbs, 8.7% adjectives and 13.1% other parts-
of-speech (see Table 3(a)). Nouns, verbs
and adjectives represent objects, activities and
their attributes which are crucial to describe
an image fluently. Further observations show
that approximately 95% of the captions in
both Flickr30K-AC and COCO-AC dataset
contains 4 to 24 tokens, with the distribution
peaking around caption lengths of 10 and 11
(see Figure 2). This analysis can assist in set-
ting the length of the generated captions.

Table 1: Statistics of Flickr30K-AC and COCO-
AC dataset

Dataset Images Captions Unique
tokens

Flickr30K-AC 31783 158915 36579
COCO-AC 123287 616767 45195

4 Methodology
This section describes the proposed AIC model
for Assamese caption generation that uses a
Bi-LSTM decoder and bilinear attention.

The AIC uses a Bi-LSTM based decoder.
It is a combination of two separate LSTM net-
works – a forward LSTM (LSTMF) and a back-
ward LSTM (LSTMB) as shown in Figure 3(a).
Generally, in AIC, a unidirectional LSTM pre-
dicts the current word wt using visual features
V of input image I and previous context in-
formation {w1, . . . wt−1} by maximizing the
probability p (wt|V, {w1, . . . wt−1}). However,
unidirectional LSTM only includes previous



Table 2: Examples from Flickr30K-AC and COCO-AC dataset with caption. C1 – Original English
Caption, C2 – Translated Assamese Caption, C3 – Corrected Assamese Caption. Red colored words are
translation error and blue colored words are correct words.

a
C1: A soccer player preparing to kick a soccer ball.
C2: এজন ফুটবল েখলুৈৱেয় এখন ফুটবল বল িকক কিৰবৈল প্রস্তুিত
চলাই আেছ
C3: এজন ফুটবল েখলুৈৱেয় এটা ফুটবল লািথ মািৰবৈল প্রস্তুিত চলাই আেছ

b

C1: Two young guys with shaggy hair look at their hands while
hanging out in the yard
C2: েচঁাচৰা চুিল থকা দুজন েডকা মানুেহ গজত ওলাই থােকঁােত েতওঁেলাকৰ হাতৈল চাওঁক
C3: েকঁেকাৰা চুিল থকা দুজন েডকা মানুেহ েচাতালত ওলাই থােকঁােত েতওঁেলাকৰ
হাতৈল চাইেছ

Table 3: Parts-of-Speech distribution for unique
tokens present in Flickr30K-AC and COCO-AC.

POS Catagories
Number of Tokens
with percentage

Flickr30K-AC COCO-AC
Noun 27455 (75%) 39149 (86.2 %)
Verb 2562 (7%) 1792 (3.9%)

Adjective 3354 (9.2 %) 1946 (4.3%)
Others 3208 (8.2 %) 2555 (5.6 %)

context information and does not consider fu-
ture context information {wt+1, . . . wT } while
predicting wt. The Bi-LSTM uses both
previous and future context information
with the help of LSTMF and LSTMB re-
spectively. At decoding step t, LSTMF
computes the forward hidden state hf

t =

LSTMF
(

hf
t−1, v̂

f
t ; θ

f
)

; while the backward

hidden state hb
t = LSTMB

(
hb
t−1, v̂

b
t ; θ

b
)

is
computed with LSTMB (hf

t , hb
t ∈ Rdh×1 ∀t).

Here, v̂f
t and v̂b

t are the attended visual
features obtained from the bilinear atten-
tion modules (explain later) associated with
LSTMF and LSTMB respectively. And, θf and
θb are the respective parameters of LSTMF
and LSTMB. Next, two different word prob-
ability vectors pf

t = SoftMax
(
W f

p hf
t

)
and

pb
t = SoftMax

(
W b

phb
t

)
are respectively pre-

dicted by the forward and backward models.
Here, W f

p ,W b
p ∈ Rl×dh are linear transforma-

tions, and l is the word vocabulary size.
The word probability vector sequence pf

t

(t = 1 . . . Tf ) and pb
t (t = 1 . . . Tb) are

subjected to beam search (Karpathy et al.,
2014). This provides the respective captions
generated by forward and backward models

as S̃f = {(w̃f
t , p̃

f
t ); t = 1 . . . Tf} and S̃b ={

(w̃b
t , p̃

b
t); t = 1 . . . Tb

}
. Here, w̃f

t , w̃
b
t are the

most probable caption words with respective
probabilities p̃ft , p̃

b
t at decoding step t. The fi-

nal caption S̃ is selected as follows (Cao et al.,
2019).

S̃ = argmax
r=f,b

{
−
∑Tr

t=1 p̃
r
t log(p̃rt )
Tr

}
(1)

The bilinear attention module (Figure 3(b))
transforms the visual features V to an at-
tended embedding. It has two major com-
ponents – first, an attention LSTM, and sec-
ond an attention weight computation mecha-
nism. Both LSTMF and LSTMB operate with
similar attention LSTM networks LSTMf

A
and LSTMb

A respectively. Here, LSTMf
A is

only discussed in the context of LSTMF and
the same description is also applicable for
LSTMb

A with respect to LSTMB. A pre-
trained Faster-RCNN (Anderson et al., 2018)
is used to identify the top-n regions of I.
The dv dimensional ResNet-101 embeddings of
these regions are used as the visual features
V = {v1, . . . vi, . . . vn} (vi ∈ Rdv×1). First,
LSTMf

A employs a top-down approach to gen-
erate a partially formed caption. The context
information of the partially formed caption is
captured in the hidden state hfA

t ∈ Rdh×1 of
LSTMf

A. At each decoding step t, the input
to LSTMf

A includes the previous output of
LSTMF, concatenated with the mean-pooled
visual feature v̄ =

∑n
i=1 vi

n .

hfA
t = LSTMf

A

(
xfA
t−1, h

fA
t−1; θ

fA
)
, xfA

t−1 =
[
hf
t−1 : v̄

]
(2)

Here, θfA is the parameter of LSTMf
A and

[ : ] denotes the concatenation operation.



Figure 3: Functional block diagram of the proposed model. (a) Bi-LSTM model with separate LSTM networks
for forward and backward processing. (b) Block diagram of the bilinear attention module.

Next, the attention weight computation mech-
anism generates a normalized attention weight
αfA
t [i] for each vi. The attention weights are

computed using a low rank bilinear pooling op-
eration involving hfA

t and V in the following
manner.

αfA
t [i] = SoftMax

[
βfA

T
{
(W fh

a hfA
t )⊙ (W fv

a vi)
} ]

(3)
Here, W fh

a ∈ Rda×dh , W fv
a ∈ Rda×dv and

βfA ∈ Rda×1 are linear transformations. Fi-
nally, the attended embedding v̂f

t ∈ Rdv×1 for
LSTMF is obtained as

v̂f
t =

n∑
i=1

αfA
t [i]vi (4)

The model parameters θf , θb, W f
p , W b

p , θfA,
W fh

a , W fv
a , βfA, θbA, W bh

a , W bv
a , βbA

2 are
learned by minimizing the joint loss LTotal over
the entire training dataset of input image and
target caption pair as follows

LTotal = Lf (S̃f , Sf ) + Lb(S̃b, Sb) (5)

Here, Lf and Lb are the respective losses as-
sociated with LSTMF and LSTMB. The indi-
vidual losses Lf and Lb are calculated at each
decoding step using cross-entropy (Anderson
et al., 2018). The same ground-truth caption
is used in forward (Sf for Lf ) and backward
(Sb for Lb) order.

5 Experimental Setup
This section describes the model hyperparame-
ters, dataset preparation, and baseline models
used in this work
Model Hyperparameters – Pretrained
Faster-RCNN (Anderson et al., 2018) is used

2Note that θbA, W bh
a , W bv

a , βbA are the parameters
of the attention module associated with LSTMB

to identify the top N = 36 image regions and
their dv = 2048 dimensional ResNet-101 em-
beddings are used as the visual features. The
hidden state vector size of LSTM networks is
set to dh = 1000. The total loss (LTotal) is
minimized by the Adam optimizer with an ini-
tial learning rate of 0.0005. The batch size is
kept as 32. The model is trained for 30 epochs.
Dataset Preparation – To perform experi-
ments with the Flickr30K-AC and COCO-AC
dataset, the Karpathy’s split criteria (origi-
nally designed for English) (Karpathy et al.,
2014) has been adopted. This splits the im-
ages of Flirck30K-AC as 29K for training, 1K
for validation and testing, respectively. On
the other hand, Karpathy’s split for COCO-
AC dataset is 113K images for training, 5K
for testing and 5K for validation. Initially,
basic preprocessing was performed by remov-
ing punctuation marks, followed by the cre-
ation of a vocabulary list. The vocabulary
list contains words that occur more than five
times in all captions of Flickr30K-AC and
COCO-AC. This results in 8,534 and 12888
unique Assamese words in the vocabulary lists
of Flickr30K-AC and COCO-AC, respectively.
Additionally, captions containing more than
16 tokens are trimmed, allowing the maximum
caption length to be of 16 tokens.
Baseline Models – This proposal is bench-
marked against the following three baseline
methods. First, the model proposed by
Vinyals et al. (Vinyals et al., 2015) (Baseline-
1). Here, the global image feature is provided
as the initial hidden state input of the LSTM
for caption generation. Second, the model pro-
posed by Xu et al. (Xu et al., 2015) (Baseline-
2) with ResNet101 (He et al., 2016) as en-
coder (instead of VGG16) and LSTM as de-



Table 4: Performance comparison between proposed model and baseline for Flickr30K-AC.

Models Decoder Attention
mechanism

Flickr30K-AC
B-1 B-2 B-3 B-4 C

Baseline-1 LSTM - 51.1 32.5 21 13.3 31.9
Baseline-2 LSTM Hard Attention 53.3 35.6 24.1 16.5 39.7
Baseline-3 LSTM bottom-up 60.4 42.3 29.5 20.1 46.5
Proposed LSTM Bilinear 60.9 42.9 30 20.6 47.1
Proposed Bi-LSTM Bilinear 61.5 43.4 30.4 21.1 48.3

Table 5: Performance comparison between proposed model and baseline for COCO-AC.

Models Decoder Attention
mechanism

COCO-AC
B-1 B-2 B-3 B-4 C

Baseline-1 LSTM - 59.9 41.5 29.1 20.6 61.5
Baseline-2 LSTM Hard Attention 62.1 45.1 31.8 23.2 68.3
Baseline-3 LSTM bottom-up 67.1 49.6 36.5 27 80.8
Proposed LSTM Bilinear 67 49.7 36.6 27.1 81
Proposed Bi-LSTM Bilinear 68.1 50.5 37.2 27.5 81.7

coder. The Baseline-2 also incorporates atten-
tion mechanism to put more focus on salient
regions of image based on previous context
while generating caption. Third, the model
proposed by Anderson et al. (Anderson et al.,
2018) (Baseline-3). This model uses visual fea-
tures of salient object regions instead of the
whole image as bottom-up features with atten-
tion and LSTM as decoder.

6 Results and Discussions

6.1 Quantitative Analysis
The proposed model is tested on 1000 and
5000 test images from the Flickr30K-AC and
COCO-AC dataset respectively. The BLEU-n
(BLEU-1: B-1, BLEU-2: B-2, BLEU-3: B-3,
BLEU-4: B-4) and CIDEr (C) scores are com-
puted for the generated captions and results
are compared with baseline models. For com-
parison purpose the beam size value has been
set to 3 for Flickr30K-AC and 6 for COCO-
AC. The test results are shown in Table 5 and
Table 4 for COCO-AC and Flickr30K-AC, re-
spectively. Results presented in Table 4 and
Table 5 indicate that bilinear attention com-
bined with LSTM outperforms all other atten-
tion mechanisms achieving a CIDEr score of
47.1 and 81 for Flickr30K-AC and COCO-AC
respectively. This can be attributed to the
second order interactions between the visual
features and context vector. Furthermore, the

use of Bi-LSTM with bilinear attention yields
the best results. For Flickr30K-AC it achieves
a BLUE-4 score 21.1 and CIDEr score 48.3,
while for COCO-AC it reaches BLUE-4 score
27.5 and CIDEr score 81.7. This can be at-
tributed to the use of both forward and back-
ward context information along with bilinear
attention.

Additionally, Experiments were conducted
to validate the impact of dataset curation
process on model performance. For this ex-
periment, the raw translated Assamese cap-
tions from Flickr30K (referred as Flickr30K-
raw) and MSCOCO (referred as COCO-raw)
were used without any correction of semantic
and syntactic errors. The proposed Bi-LSTM
with bilinear attention model is trained with
Flickr30K-raw and COCO-raw. The results
provided in Table 6 clearly demonstrate that
the model trained on curated dataset signifi-
cantly outperforms models trained on the raw
dataset. This may be the semantic and syn-
tactic uniformity present in Flickr30K-AC and
COCO-AC datasets due to the curation pro-
cess, thereby preserving the linguistic proper-
ties of the Assamese language.

Furthermore, captions obtained from the fol-
lowing systems are compared – (a) Assamese
image captioning system, and (b) English im-
age captioning system output translated to As-
samese. For this, the proposed Bi-LSTM with



(a)
কমলা চাটর্ িপন্ধা এজন মানুেহ েটিনছ েখিল আেছ

(A man in an orange shirt is playing
tennis)

(b)
কমলা েজেকট িপন্ধা এজন মানুেহ েস্নাবির্ড​ং কিৰ আেছ

(A man in an orange jacket is
snowboarding)

(c)
এজন মানুহ এখন গাড়ীৰ কাষত িথয় ৈহ আেছ

(A man is standing next to
a car)

(d)
এজন মানুেহ ৰাস্তাত েঘঁাৰা চলাই আেছ

(A man is riding a horse in the streets)

(e)
দুজন মানুেহ আইচ েস্কিটং কিৰ আেছ

(Two people are ice skating)

(f)
এজন মানুেহ েতওঁৰ েচলেফানত কথা পািত আেছ

(A man is talking on his cellphone)

Figure 4: Examples of captions generated by the proposed model. First row shows accurate predictions and
second row shows inaccurately generated captions.

Table 6: Performance of proposed Bi-LSTM and
Bilinear attention on raw Assamese captions

Dataset B-1 B-2 B-3 B-4 C
Flickr30K-Raw 59 41.1 28.5 18.1 45.1
COCO-Raw 66.9 48.3 34.4 24.5 75.8

bilinear attention model is trained with En-
glish captions of the MSCOCO dataset. Then
generated English captions are translated to
Assamese using the same Microsoft translator.
Finally, the translated Assamese captions are
compared with COCO-raw to maintain unifor-
mity. Results from this experiment are shown
in Table 7. This reveals that the model ex-
clusively trained on Assamese dataset leads
to a superior performance. This experiment
demonstrates the importance of language spe-
cific image captioning system training for accu-
rate and grammatically correct fluent caption
prediction.

6.2 Qualitative Analysis

Figure 4 shows a few example captions gener-
ated for test images by the proposed model.
In the first row of Figure 4, the generated
captions successfully describe actual objects
with their attributes and activity (e.g. Fig-
ure 4(a)). The use of bottom-up features en-
ables the model to predict salient objects like

Table 7: Performance of proposed model trained on
MSCOCO English dataset and performance when
Assamese captions are translated from intermedi-
ate English captions generated by the same model.
This signifies the relevance of language specific
training of image captioning models in Assamese
language.

B-1 B-2 B-3 B-4 C
Proposd model

trained on
MSCOCO English

77 60.7 46.5 35.2 112.5

Intermediate
English Captions

translated to Assamese
56.7 41.5 30.2 22.1 65.9

“person”, “car” even when there are other ob-
jects present in the image shown in Figure 4(c)
. However, in the second row of Figure 4 the
model mislabels the objects and associated ac-
tivity. Consider the generated caption in ex-
ample Figure 4(d). Here, the model incor-
rectly labels the object as a “horse” instead of
a “horse-cart” as there are very few instances
of “a man riding a horse-cart” in the dataset.
In Figure 4(e) the model accurately identifies
the objects, but mislabels the activities. This
is due to the fact that the “white” background
is predominantly associated with the activity
“ice skating” in the dataset. Furthermore, the
model occasionally detects objects that are not
in the image. There are many images in the



Table 8: Fluency and Adequacy rating scales and
their meaning.

Fluency Adequacy Rating
Flawless All information 4
Good Most information 3
Not Fluent Some information 2
Incomprehensible No information 1

Table 9: Distribution of captions based on rating
scale for both fleuncy and adequacy.

Rating Scale Number of Captions
Fluency Adequacy

1 30 37
2 93 131
3 211 195
4 166 137

dataset where a person’s hand is near his head
holding a “cellphone”. Interestingly, a person
with a similar posture in Figure 4(f) is de-
scribed to have a “cellphone” which is absent
in the image.

The quality of generated captions are evalu-
ated through fluency and adequacy tests. The
fluency determines the correctness of gener-
ated captions according to Assamese grammar
rules. On the other hand, the adequacy de-
scribes how well the generated caption conveys
visual information, including specifics like the
quantity of objects and their characteristics
present in the input image. For this test, five
hundred (500) test images (from COCO-AC
dataset) were randomly selected with their pre-
dicted captions. Two native Assamese speak-
ers are selected as human annotators to rate
the captions on a four point scale based on
the rules described in Table 8. The results
obtained from fluency and adequacy test is
shown in Table 9. The results indicate that the
model can generate fluent Assamese captions
and can capture adequate visual information
in the generated captions.

7 Conclusion

This work made two distinct contributions.
First, the English captions of Flickr30K
and MSCOCO dataset are translated to
Assamese and manually corrected to form
the Flickr30K-Assamese Caption dataset and
COCO-Assamese Caption dataset. Second, a

Bi-LSTM based decoder with bilinear atten-
tion is used for generating the captions in As-
samese. The proposal is benchmarked against
three baseline methods and is observed to pro-
vide competitive results in terms of BLEU-
n and CIDEr scores. The proposed model
can be extended to incorporate external knowl-
edge and self-attention. This may enhance the
diversity and relevance of the generated cap-
tions.
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