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Abstract
This paper proposes a citation recommenda-
tion method that considers and utilizes citation
contexts in scholarly papers. Citation contexts
describe the purpose of the citation and how
the cited paper is related to the citing paper. Ci-
tation contexts allow citation recommendation
systems to select relevant papers based on the
relationships between other existing papers. In
the proposed method, the candidate selection
model first projects the input paper and existing
papers in the database to a vector space using
the words appearing in the title and abstract.
Then, a recommendation decision model esti-
mates the probability that each candidate is a
suitable citation for the input paper using a feed-
forward network. Experiments conducted on
scholarly papers in the medical domain demon-
strate the benefits of using citation contexts for
the citation recommendation task.

1 Introduction

Scholarly papers cite papers for various reasons,
e.g., introducing the concepts applied in the re-
search, referring to relevant tools and datasets used
in experiments, and providing information about
previous relevant studies.

However, finding papers to cite is becoming in-
creasingly difficult because the number of papers
is constantly increasing. To help authors identify
appropriate papers for reference, several citation
recommendation systems have been proposed (Bha-
gavatula et al., 2018; Dai et al., 2017; Mu et al.,
2018; Guo et al., 2017; Yang et al., 2018; Han
et al., 2018; Ebesu and Fang, 2017; Duma and
Klein, 2014).

Most existing citation recommendation systems
take the paper’s title and abstract as the input, and
they output a list of suitable papers to cite in the
input paper (Färber and Jatowt, 2020).

This paper proposes a citation recommendation
method that utilizes citation contexts in scholarly
papers, which describe the purpose of the citation

and how the cited paper is related to the citing
paper. These citation contexts allow citation rec-
ommendation systems to select papers based on the
relationships between other existing papers. Ex-
periments conducted on scholarly papers in the
medical domain have demonstrated the benefits of
using citation contexts for citation recommendation
systems.

2 Paper Recommendation

This section describes the target problem and the
previously proposed citation recommendation sys-
tems.

2.1 Problem Settings

Studies on citation recommendation can be catego-
rized as global citation recommendation or local
citation recommendation. Global citation recom-
mendation systems typically take the title and ab-
stract of the user’s paper as the input and output a
list of relevant papers suitable to cite in the input
paper (Bhagavatula et al., 2018; Dai et al., 2017;
Mu et al., 2018; Guo et al., 2017). Local citation
recommendation systems take an excerpt of the
user’s paper as the input and output suitable pa-
pers to cite in the input context (Yang et al., 2018;
Han et al., 2018; Ebesu and Fang, 2017; Duma and
Klein, 2014). The former category assumes situ-
ations where the user has completed writing the
title and abstract and is currently writing the main
text. The latter category assumes that the user has
written a part of the text and wishes to cite papers
to reinforce a given statement.

In this paper, we focus on the former category;
thus, this paper proposes a method to identify pa-
pers that are relevant to the input title and abstract.

2.2 Related Work

Several previous studies have investigated citation
recommendation systems (Färber and Jatowt, 2020;
Beel et al., 2015; Ali et al., 2020, 2021; Ma et al.,



Figure 1: Part of the citation context of (Spreeuwenberg
et al., 2018) in (Khan et al., 2020)

2020). Previously proposed methods are catego-
rized as follows:

Content-based methods: Content-based meth-
ods utilize a set of features extracted from
content of the input paper and existing
papers. Such systems commonly use the
words appearing in the text of the papers, and
additional features include the paper topics
and n-grams appearing in the texts. Note
that most existing citation recommendation
systems are based on this approach.

Collaborative filtering-based methods: Collab-
orative filtering-based methods recommend
papers based on the target interest of the user.
Such systems use reader evaluations of each
paper to recommend papers appreciated by
readers with similar interests to the user. The
characteristics of this method are summarized
as follows:

• There is no need to analyze the contexts
of the papers.

• The method can consider the human-
rated quality of the documents.

Graph-based methods: Graph-based methods
search for papers based on the citation
relationships among the papers. Such systems
search for papers using the random walk
algorithm starting from one or several papers,
which are typically those cited in the paper
the user is writing.

For the content-based methods, (Nogueira et al.,
2020) retrieved recommendation candidates using
a keyword-based approach and navigation-based
expansion. Then, candidates were reranked using
the candidates with pretrained transformer models,
e.g., BERT (Devlin et al., 2019). In addition, (Yang
et al., 2019) developed an encoder-decoder model
that scores the suitability of each candidate for ci-
tation in the input paper. In terms of collaborative
filtering-based methods, (Hu et al., 2020) proposed

Figure 2: Part of the abstract of (Khan et al., 2020)

a method that searches for papers to recommend
based on the reference relation between authors,
the citation relationship between the author and the
paper, and the authoritativeness of the authors and
papers. In addition, (Bansal et al., 2016) proposed a
method that leverages GRU to encode the text into
a latent vector, which was utilized to select relevant
papers to recommend. For the graph-based meth-
ods, (Tian and Jing, 2013) constructed a relational
graph representing the similarity of the content and
the interest of researchers, and then this graph was
used to facilitate citation recommendation. (Kong
et al., 2021) also proposed a method that utilizes
vector representations of each paper extracted using
a network embedding approach.

3 Usage of Citation Contexts

In the following, we describe citation contexts and
their usage in this study.

3.1 Citation Contexts
The citation context of the cited paper is part of the
citing paper’s text that includes a description of the
cited paper. Here, we define the citation context as
the paragraph containing the reference tag.

Figure 1 shows part of the citation context of
(Spreeuwenberg et al., 2018) found in (Khan et al.,
2020), whose abstract appears in Figure 2. The
corresponding citation tag is the underlined bracket
in Figure 1.

Citation contexts contain various information,
e.g., the reason the authors of the citing papers
cited the paper and the relationship between the
citing and cited papers. Therefore, the contents of
citation contexts can be considered the most impor-
tant points of the cited paper from the perspective
of the citing paper’s authors. For example, the cita-
tion context shown in Figure 1 states that the citing
paper cited a paper on the Spanish flu to compare
the COVID-19 pandemic and previous diseases.

In contrast, the abstract of papers contains the
most important points from the author’s viewpoint,



Figure 3: Configuration of the proposed method

Figure 4: Embedding papers using candidate selection
model

Figure 5: Configuration of recommendation decision model

such as the overview, the proposed ideas and con-
cepts, and the experimental results. For example,
the abstract shown in Figure 2 states that the paper
revises the records of the 1918 Spanish flu.

3.2 Usage of Citation Contexts

In this study, the citation contexts are utilized in
combination with the abstract of the input paper.
Previously proposed methods (Bhagavatula et al.,
2018; Dai et al., 2017; Mu et al., 2018; Guo et al.,
2017) compared the abstracts of the input paper
and recommendation candidates. However, these
methods cannot select candidates based on how
other existing papers cited each candidate.

In contrast, the proposed method compares the
citation contexts of each candidate to the input ab-
stract, which enables the citation recommendation
system to select candidates based on information
not included in the candidate abstract. In the ex-
ample shown in Figure 1 and 2, with the help of
citation contexts, the proposed method can select
the candidate (Figure 2) considering that it refer-
ences comparison with other diseases (Figure 1).

4 Method

The proposed method searches for candidate pa-
pers to recommend through two steps as shown
in Figure 3. First, the proposed method extracts
candidates for recommendation, and then it selects
which candidates to recommend.

4.1 Candidate Selection

The candidate selection model projects the input
paper and existing papers to a vector space using
the words appearing in the title and abstract as
show in Figure 4. Here, the model first learns the
word embeddings to handle the title and abstract.
The model then computes the title and abstract
vectors as the weighted sum of each word. Finally,
the model calculates the document vector as the
weighted sum of the title and abstract vectors.

Note that we train the parameters, e.g., the em-
beddings and weights, such that papers with a cita-
tion relationship have a high cosine similarity. The
candidate selection model calculates the cosine sim-
ilarity between the input paper and each paper in
the database. It then outputs a list of top N papers
with the highest cosine similarity as candidates. In
addition, papers directly cited in the N extracted
documents are also selected as candidates.

4.2 Recommendation Decision

The recommendation decision model estimates the
probability that each candidate is suitable for cita-
tion in the input paper via a feedforward network
as shown in Figure 5. Then, it outputs documents
with a higher probability than the given threshold t
as the recommended documents.

A previously proposed model (Bhagavatula et al.,
2018) uses the following features to calculate the
probability:



Table 1: Tuning threshold in baseline model

Threshold Precision Recall F1 score
.95 .0426 .1344 .0647
.90 .0323 .2205 .0563
.85 .0246 .2731 .0451
.80 .0194 .3102 .0365
.75 .0157 .3359 .0299
.70 .0131 .3550 .0252
.60 .0099 .3773 .0193
.50 .0083 .3869 .0163

• cosine similarity of the input and candidate
title

• cosine similarity of the input and candidate
abstract

• cosine similarity of the document vectors (cal-
culated in the candidate selection step)

• number of times the candidate document has
been cited

• the sum of scalar weights of the words appear-
ing in both the input and candidate titles

• the sum of scalar weights of the words appear-
ing in both the input and candidate abstracts

The proposed method includes the following ad-
ditional features:

• cosine similarity of the input abstract and the
citation contexts of the candidate document

• the sum of the scalar weights of the words ap-
pearing in both the input abstract and citation
contexts of the candidate document

We train the parameters such as the word embed-
dings and the scalar weights for each word. Note
that we newly train the word embeddings for the
recommendation decision model rather than using
the same embeddings as the candidate selection
model.

5 Experiments

5.1 Dataset
The proposed method was evaluated experimen-
tally on the PMC Open Access Subset1, which is
a corpus of open access papers in the medical do-
main. Here, we extracted approximately 320,000

1https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/

Table 2: Experimental results

Precision Recall F1 score
Baseline .0414 .1340 .0633

Proposed method .1130 .1472 .1279

Table 3: Comparison of performance with different rec-
ommendation decision threshold values

Threshold Precision Recall F1 score
.95 .1212 .1515 .1347
.90 .1051 .2447 .1470
.85 .0753 .2976 .1202
.80 .0529 .3310 .0913
.75 .0383 .3524 .0691
.70 .0284 .3677 .0527
.60 .0173 .3838 .0330
.50 .0119 .3931 .0232

papers randomly and split them into training, devel-
opment, and testing sets according to the publica-
tion year. We used approximately 250,000 papers
published prior to 2018 as the training data, 45,000
papers published in 2019 for development data, and
25,000 papers published in 2020 as the testing data.

5.2 Experimental Settings

We trained the candidate selection and recommen-
dation decision models over 10 epochs using the
training data. To evaluate the proposed method,
we compared the list of recommended papers to
the ground truth reference list of the input paper.
For evaluation metrics, we considered precision,
recall and their harmonic mean, i.e., the F1 score.
Precision is defined as the fraction of ground-truth
papers among the recommended documents, and
recall is defined as the fraction of correctly recom-
mended papers among the ground truth documents.

We compared the performance against a base-
line method (Bhagavatula et al., 2018) that does not
utilize citation contexts. Here, we set the recom-
mendation decision threshold to 0.95 in accordance
with the results shown in Table 1, and we set the
number of candidates to be selected by the candi-
date selection model to 100.

5.3 Experimental Results

The experimental results are shown in Table 2. As
can be seen, the proposed method outperformed the
baseline in all evaluation metrics, which suggests
the effectiveness of utilizing citation contexts in the
citation recommendation task.



Table 4: Comparison of performance with different usage of citation contexts

Use citation contexts in Precision Recall F1 score
None .0426 .1344 .0647

Candidate selection .1096 .1291 .1186
Recommendation decision .1212 .1515 .1347

Both steps .1046 .1191 .1114

6 Discussion

6.1 Recommendation Decision Threshold

We compared the performance of the proposed
method on the development data with different rec-
ommendation decision threshold settings. Table
3 shows the results. Note that the number of rec-
ommended papers increases as the threshold de-
creases; thus, the recall value increases as the pre-
cision decreases. We found that the best F1 score
was achieved with a threshold value of 0.9.

6.2 Utilizing Citation Contexts for Candidate
Selection

The proposed method utilizes the citation contexts
for only the recommendation decision. However,
we can consider an alternative method that also
utilizes the citation contexts for the candidate selec-
tion process. Thus, to analyze the effect of citation
contexts on the candidate selection process, we
trained a variant of the candidate selection model
that also utilizes the cosine similarity between the
input abstract and citation contexts of the candi-
dates.

In this evaluation, we compared performance of
the following models on the development data:

• citation contexts are not used

• citation contexts are used for the candidate
selection

• citation contexts are used for the recommen-
dation decision

• citation contexts are used for both candidate
selection and recommendation decision

The results are shown in Table 4. As can be
seen, the best performance was obtained when the
citation contexts were only used for the recommen-
dation decision, which implies that considering the
citation contexts in both candidate selection and
recommendation decision processes does not im-
prove performance.

7 Conclusion

This paper has proposed a citation recommendation
method that utilizes citation contexts in scholarly
documents. The proposed method was evaluated on
paper data from the medical domain, and the results
showed that the performance of citation recommen-
dation is improved by using citation contexts.

In future work, we plan to consider a method
to extract the citation contexts more appropriately.
In this paper, we defined the citation contexts uni-
formly as the paragraph containing the citation tag.
However, a previous study (Xing et al., 2020) pro-
posed a method to extract descriptions of the con-
tents of cited papers from the paragraph containing
the citation. We expect that such methods can be
applied to extract the most appropriate part of the
text as the citation context for use in the citation
recommendation task.

In addition, we will apply the proposed method
to the local citation task. In the current study, we
utilized the citation contexts to search for suitable
papers to cite in an input paper. However, we can
also consider using citation contexts to identify
papers for citation in the input text. We expect that
using the citation contexts in combination with the
input text will be highly beneficial for this task.

Limitations

Unavailability of Citation Contexts

The proposed method is heavily dependent on cita-
tion contexts to determine which candidate papers
to recommend. However, collecting a large number
of citation contexts is not a straightforward task.
This is mostly due to the fact that, generally, only a
limited proportion of existing papers are available
as open access2. In addition, in some cases, the can-
didate paper has not received any citations, particu-
larly for recently published papers. In such cases,
citation context information is unavailable; thus,

2For example, PubMed stores 35,991,116 papers as of July
26th, 2023; however, open access to the full text is provided
for only 30.8% (11,094,672 papers) of those papers.



the proposed method cannot be applied for such
candidate papers. Therefore, traditional features,
e.g., the similarity of abstracts, are still required
for candidate papers without available citation con-
texts.

Difficulties of Performance Evaluation

The experimental results demonstrated that the pro-
posed model outperformed the baseline method;
however, the specific precision, recall and F1 score
values were still very low. This is mainly due to the
difficult task setting, in which the models must re-
trieve the few ground truth papers from thousands
of candidates stored in the database. In addition,
the ground truth papers used for this evaluation
were taken from the reference list of each input pa-
per. However, the papers that the users truly wish to
find and those that are suitable for reference do not
always match. The goal of this paper was to pro-
pose a method to retrieve the former; however, the
actual evaluation was based on how well the model
can retrieve the latter. Thus, additional evaluations
from other perspectives, e.g., the user experiences,
are required to gain a better understanding of the
model’s performance.
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