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Abstract

Sentence-level Revision (SentRev) is dedicated
to enhancing the English writing fluency of
non-native English speakers. However, due to
the lack of high-quality training data, outstand-
ing results have not been achieved in the past.
The synthetic training data generation method
employed in the baseline work did not truly ad-
dress the fundamental pain point of non-native
English speakers′ inability to produce fluent
English writing. In this study, we propose a
novel method for synthetic data generation by
utilizing the technique of Back-Translation of
lexical bundles to disrupt sentences in academic
papers and obtain parallel corpora. We evalu-
ated our data on three Grammatical Error Cor-
rection (GEC) models using multiple metrics,
and significant improvements are observed in
comparison to the baseline.

1 Introduction

The limited English proficiency among many non-
native English-speaking researchers has emerged
as a prominent issue, impeding their ability to ef-
fectively disseminate their research findings in the
English language. Therefore, an increasing amount
of attention has been devoted to the provision of
writing support for non-native English speakers.

The field of Grammatical Error Correction
(GEC) has made tremendous bounds in the past
few years, especially with the introduction of Trans-
former (Vaswani et al., 2017), GEC system has
been able to deal with most of the English gram-
mar errors and can give good corrective results.
Nowadays, non-native English speakers can easily
solve grammatical errors very well, however, for
academic writing, academic style English expres-
sion is also essential.

For non-native English speakers, learning En-
glish faces negative transfer problems (Smith Jr,
1958), making it difficult for most of them to write
authentic academic English texts. In addition, there

is a lack of a clear definition of what is considered
academic style English in academia.

This is a complex linguistic issue, and many
researchers have worked on the composition of En-
glish in depth, and have come to many constructive
and helpful conclusions: (Wray, 2000) proposed
formulaic sequences in second language teaching,
the author consider the mastery of idiomatic forms
of expression very important, and refers to (Willis,
1990) , (Nattinger and DeCarrico, 1992) , (Lewis,
1993) to stress that: larger units can, and should,
be perceived by the learner and teacher in terms of
their component parts.

As a larger unit, lexical bundles have been
proven by many researchers (e.g. (Biber and Con-
rad, 1999), (Hyland, 2008)) to be very important
for fluent English expressions. We believe that
academic style English sentences should have suf-
ficient standard lexical bundles, and the authors
have taken this into account in (Goh and Lepage,
2019) .They extract and publicly release more than
18,000 lexical bundles from the ACL Anthology
Reference Corpus (ACL-ARC) (Bird et al., 2008).
ACL-ARC is a collection 10, 920 academic papers
from the ACL Anthology, so the English sentences
of this corpus conform to the academic style in
common sense, and the lexical bundles extracted
from them are representative.

We believe that lexical bundle can be very help-
ful for non-native English speakers in writing En-
glish. Since there is no clear definition of aca-
demic writing style, we propose Lexical Bundle
as a consideration of academic writing style. We
would like to have a corresponding parallel corpus,
i.e., non-academic style sentences and academic
style sentences. Considering the characteristics of
this task, we found (Ito et al., 2019)’s work to be
similar to our idea. The authors of this work pro-
posed Sentence-level Revision (SentRev) as a new
academic writing support task, which takes non-
academic style sentences as Drafts and academic



style sentences as References, and then converts
Drafts to References through several operations.
The problem, however, is that such a parallel corpus
is equally difficult to obtain. The authors’ method
is to select a number of sentences from the ACL An-
thology Sentence Corpus (AASC)1 as References,
translate these sentences into Japanese by machine
translation, and then have native Japanese speakers
who are not very good at English translate them
back into English manually, and the re-obtained
sentences are used as Drafts, thus obtaining a par-
allel corpus. Although the quality of the parallel
corpus obtained in this way is high enough, the high
labor cost makes it difficult to achieve large-scale
corpus generation, so the parallel corpus generated
in this way is used by the authors as a evaluation
dataset, rather than a training set. The authors
named this evaluation dataset the SMITH dataset.
As an alternative, the authors have used a series of
methods to generate a synthetic dataset as a training
set.

The authors used three strategies (Heuristic nois-
ing and denoising model, Enc-Dec noising and de-
noising model and GEC model (Zhao et al., 2019))
to establish baseline scores, and the model perfor-
mance was evaluated with multiple metric and then
the final evaluation score was very low. We believe
this is mainly due to the low quality of the authors’
training data, which cannot simulate the manual
annotation as well as the SMITH dataset.

Our goal is to propose a new synthetic data gen-
eration method: to obtain new sentences (Drafts)
by back-translating and destroying the lexical bun-
dles in academic style English sentences (Refer-
ences). We employed this approach to generate a
substantial amount of synthetic data, which was
subsequently used to fine-tune (Howard and Ruder,
2018) three GEC models. The results demonstrate
a significant improvement of our method over the
baseline across multiple metrics, thus confirming
the effectiveness of our approach.

2 Related work

2.1 Gramatical Error Correction (GEC)
GEC is the task of detecting and correcting gram-
matical errors in texts written by non-native En-
glish writers. The goal is to convert a sentence
containing a grammatical error into a correct sen-
tence without the grammatical error. Since both
incorrect and correct sentences are sequences, one

1https://github.com/KMCS-NII/AASC

of the past research approaches was to treat it as a
Machine Translation (MT) task, i.e., MT models
learn the mapping from the source sentence to the
target sentence, to translate incorrect sentences into
correct sentences. (Felice et al., 2014) (Junczys-
Dowmunt and Grundkiewicz, 2014).

With the development of deep learning, the ap-
proach of Neural Machine Translation (NMT) has
also been applied to GEC and has become one
of the mainstream approaches for GEC in recent
years (Kalchbrenner and Blunsom, 2013) (Bah-
danau et al., 2015). Recent work (Omelianchuk
et al., 2020) has used tagging sequences as an al-
ternative to the mainstream Seq2Seq model, which
has excellent inference speed and requires less
training data. In addition, (Stahlberg and Kumar,
2020) et al. proposed Seq2Edit, which does not
perform well for GEC tasks that require large scale
corrections, but works well for local corrections.
The characteristics of the GEC task were similar to
our goal, except that we wanted to convert ′′bad′′

English expressions to ′′good′′ English expressions
in the presence of syntactic errors.

2.2 Back-Translation
Back-Translation is a technique used to improve
the quality of machine-translated text. It involves
translating text from one language to another, and
then translating the translated text back to the orig-
inal language.

The purpose of Back-Translation is to identify
errors and inconsistencies in the machine transla-
tion process. By comparing the back-translated text
with the original text, one can identify areas where
the initial translation system may have made errors
or failed to capture the intended meaning of the text.
This information can then be used to improve the
translation system and increase the accuracy and
quality of machine-translated text. Back transla-
tion was first applied to parallel corpus generation
for Neural Machine Translation by (Sennrich et al.,
2016), and (Xie et al., 2018) was inspired to use it
in parallel corpus generation for GEC, achieving
excellent performance.

2.3 Sentence-level Revision (SentRev)
A recent work presents a new task: SentRev. The
authors regarded enhancing the fluency of aca-
demic English writing as a sentence-level rewriting
process. They generated a substantial amount of
synthetic training data using several common Data
Augmentation methods employed in other tasks.

https://github.com/KMCS-NII/AASC


Three models were trained using this data, and base-
line scores were reported on the SMITH dataset
using multiple metrics. However, due to the au-
thors’ training data generation methods not taking
English fluency into account, the baseline scores
were not satisfactory. In contrast to traditional NLP
tasks like machine translation, the parallel corpus
for SentRev needs to have sufficiently high quality
to benefit the model’s performance. Therefore, de-
spite the synthesis of over two million pairs in the
baseline, it still fell short in adequately addressing
this task.

2.4 SMITH dataset

The SMITH dataset (Ito et al., 2019) is a parallel
corpus designed for evaluating the effectiveness of
academic style transfer, and its generation method
is illustrated in Fig. 1

The main approach of this method is to extract
and screen sentences (references) from a number of
published papers, translate them into another lan-
guage (Japanese) using machine translation, and
then have several native Japanese speakers manu-
ally translate them back into English. In this way,
a non-academic style English sentence (draft) is
obtained, which constitutes a parallel corpus.

The authors commissioned language experts to
evaluate the generated corpus and found that only
5 percent of the translations were noticeably inad-
equate, leading to the conclusion that the corpus
generated through this approach is effective. How-
ever, the problem is that the authors only obtained
10,804 sentence pairs at a cost of 4,200 dollars,
making this manual approach unsuitable for gener-
ating large-scale corpora. As a result, the authors
only used it as an evaluation dataset.

Figure 1: The Generation Method of the SMITH
Dataset. Figure copied from (Ito et al., 2019)

2.5 ACL Anthology Sentence Corpus (AASC)

AASC is a corpus of natural language text extracted
from ACL Anthology, a comprehensive reposi-
tory of scientific papers on computational linguis-
tics and natural language processing, containing
2,339,195 sentences from PDF papers.

2.6 ACL Anthology Reference Corpus
(ACL-ARC)

ACL-ARC (Bird et al., 2008) is an enhanced and
standardized reference corpus extracted from ACL
Anthology. The goal of ACL-ARC is to become a
widely available standard testbed that encourages
other researchers to use it for bibliometric research
and reference.

2.7 Lexical Bundle

Lexical bundle is a linguistic term referring to a
group of common words or phrases that frequently
occur and combine in a fixed way in language to
convey a particular meaning or express a particular
concept. They can be considered as idiomatic ex-
pressions that are typically used in specific contexts
and situations, and are among the most common
lexical units in everyday English. For instance, in
scientific papers, common academic lexical bun-
dles include phrases such as ′′in terms of,′′ ′′as
shown in,′′ ′′it is worth noting that,′′ and so on.
These phrases are composed of several words, with
fixed syntax and usage, conveying the same mean-
ing across different contexts.

Lexical bundles are considered a useful unit of
analysis in language research as they provide in-
sight into the patterns of language use and can aid
in the development of natural language processing
systems.

A recent work (Goh and Lepage, 2019) has
demonstrated that the use of lexical bundles is
essential for fluent academic writing, Non-native
speakers of English usually lack the capability of
using bundles in their writing. The authors ex-
tracted 18,000 publicly available lexical bundles
from ACL-ARC, we hope that this outcome can
be efficiently utilized to provide English writing
support to non-native English speakers.

3 Method

We filtered several sentences from AASC and from
the corpus we generated following the same strat-
egy as AASC, and lexical bundles previously ex-
tracted from (Goh and Lepage, 2019) were used



as a dictionary. These bundles were then extracted
in order from all of the selected sentences to serve
as the input text for back-translation. After ob-
taining the Back-Translation results, we conducted
comparative experiments using (Ito et al., 2019)’s
synthetic data as a baseline and validated the results
on the SMITH dataset. Fig. 2 shows that the basic
process of data generation.

Figure 2: The basic process of data generation.

3.1 Data

Our objective is to develop a better artificial data
synthesis method relative to the baseline. The
baseline approach is similar to the data generation
method used for the SMITH dataset, where a num-
ber of sentences were selected from AASC (exclud-
ing those already used in the SMITH dataset) based
on certain filtering strategies. The baseline method
then used four techniques to synthesize training
data: Heuristic Noising and Denoising, Grammati-
cal Error Generation, Style Removal, and Entailed
Sentence Generation. Our approach is to gener-
ate a new corpus of sentences according to AASC,
and combine the remaining unused sentences in
AASC, and then follow the same filtering strategy
sentences as baseline, and use the lexical bundle
dictionary to generate synthetic drafts according
to our Back-Translation strategy by using the sen-
tences that meet the requirements as candidates.

We evaluated the performance of our model us-
ing the SMITH dataset, which contains a develop-
ment set of 500 sentence pairs and a test set of 10,
034 sentence pairs.

3.2 Back-Translation strategy

Previous works have typically employed either
Beam Search (Sennrich et al., 2016) or solely relied
on Greedy Search (Imamura et al., 2018) for gen-
erating synthetic data. However, the utilization of
the Beam Search and Greedy Search primarily con-
centrates on the uppermost region of the model’s
distribution, leading to the generation of synthetic
source sentences that exhibit a high degree of regu-
larity and fail to adequately capture the underlying
data distribution. As alternative, (Edunov et al.,
2018) consider sampling from the model distribu-
tion as well as adding noise to beam search outputs.

We evaluated the above three methods and found
that they generate a lot of noise which causes the
semantics of the back-translated sentence to change
significantly compared to the original sentence,
which is contrary to our needs. Our work is distinct
from previous works in that our corpus consists of
lexical bundles, while prior research has focused
on sentence-level analysis. Additionally, we do
not intend to introduce artificial noise into the gen-
erated translations, as our aim is solely to create
parallel corpora from the perspective of writing
style, rather than random errors such as grammati-
cal or spelling mistakes. Therefore, we have opted
to utilize large pre-trained language models for the
purpose of conducting Back-Translation.

3.3 Model

3.3.1 Back-Translation model
We employed T5-base (Raffel et al., 2020) to trans-
late English lexical bundles into Japanese. T5-
base is a pre-trained language model based on the
Transformer architecture. Due to its extensive pre-
training on a large corpus of resources, it does
not tend to generate academic text during Back-
Translation, as some pre-trained models focused
primarily on academic corpora might. Furthermore,
T5-base provides reliable translation accuracy.

When translating the obtained results back to En-
glish, we utilized M2M-100 (Fan et al., 2020). The
M2M-100 model was trained with a large-scale au-
tomated data generation technique, including the
automatic extraction of sentence pairs from open-
source datasets such as Wikipedia and CCAligned
(El-Kishky et al., 2020), and the use of natural lan-
guage generation techniques to create new sentence
pairs. Furthermore, the model employed both word-
level and subword-level encoders to better handle
the complex grammar structures of Japanese. Ad-



ditionally, due to the utilization of extensive non-
academic corpora in training, the model produced
many results in which the lexical bundles had syn-
onymous but different forms from the source.

3.3.2 Data validation model

We have referred to the baseline idea and reviewed
our task and concluded that our task is better suited
to be implemented with a GEC model, i.e., the
process of converting non-academic English ex-
pressions into Lexical bundle is treated as gram-
matical error correction. A good GEC model not
only handles this process precisely, but also cor-
rects grammatical errors in the synthetic corpus
together at the same time.

Considering that the replacement for lexical bun-
dles involves only a small part of the sentence mod-
ification, we believe that the recent Tagging model
and the Seq2Edit model might work better than the
NMT-based model. To better validate the perfor-
mance of our data, we chose the same GEC model
using a copy-augmented architecture (Zhao et al.,
2019) as the baseline, the Tagging GEC model
GECToR, and Seq2Edit, which we will later call
GEC-1, GEC-2 and GEC-3, respectively.

3.4 Evaluation metrics

3.4.1 Semantic evaluation metrics

We employed cosine similarity to evaluate the gen-
erated corpus, which is formulated as follows:

similarity = cos(θ) =
A ·B

∥A∥∥B∥

Here, A and B represent two vectors, θ represents
the angle between them, and ||A|| and ||B|| repre-
sent their magnitudes.

After obtaining the cosine similarity of each set
of parallel corpora, the following formula is used
to calculate their average value:

average_similarity =

∑n

i=1
similarityi
n

The symbol similarityi denotes the similarity
score of the i-th pair of parallel corpus, while n
represents the total number of parallel corpus pairs.
The formula expresses the averaging of similarity
scores for all parallel corpus pairs, which involves
summing the similarity scores of each pair and di-
viding the sum by the total number of pairs.

3.4.2 Model performance evaluation metrics
To fully evaluate this work, we refer to the base-
line work with some modifications and evaluated
the model performance from multiple perspectives
using BLEU (Papineni et al., 2002), ROUGE-L,
BERT-score (Zhang et al., 2020), grammaticality
score (Napoles et al., 2016), PPL and F0.5.

In particular, we used LanguageTools2 to cal-
culate the number of syntactic errors in the sen-
tences, KenLM3 to calculate the PPL and ERRANT
(Bryant et al., 2017) to calculate F0.5.

4 Experiments

4.1 Data Generation
Since the data of AASC is limited and a large part
of it is already used by the baseline work, we gen-
erated a large corpus of new sentences following
the AASC generation method and used them as a
supplement to the AASC.

We referred to the data selection strategy of the
SMITH dataset, selecting sentences with lengths
between 70 and 120 characters and containing no
special symbols. We then compared these sen-
tences with all the references in the SMITH dataset
and filtered out the duplicate ones. We processed
the candidate bundles text from (Goh and Lepage,
2019) by removing all extraneous fields except for
lexical bundles, and used it as a dictionary. We
used this dictionary as a reference to traverse the
previously extracted sentences one by one, extract-
ing all discovered lexical bundles and rearranging
them in their original positions in a new document.
We generated synthetic drafts using our translation
strategy. Some examples of generated results are
shown in Table 1

4.2 Data Analysis
Initially, we analyzed the results by counting all
the parallel corpora where the source lexical bun-
dle was the same as the Back-Translation result.
The statistical analysis indicated that this subset
of data accounted for approximately 35.5% of the
corpus, this part of the result is considered invalid
data and they are removed. Due to the characteris-
tics of Back-Translation, the presence of ineffective
results in this portion aligns with our initial expecta-
tions, and the proportion of such results is relatively
low, thereby substantiating the effectiveness of our

2https://github.com/languagetool-org/
languagetool/releases/tag/v3.2

3https://github.com/kpu/kenlm

https://github.com/languagetool-org/languagetool/releases/tag/v3.2
https://github.com/languagetool-org/languagetool/releases/tag/v3.2
https://github.com/kpu/kenlm


Source lexical bundle Result translated into Japanese Result translated back into English

are expressed by によって表現される are conveyed through
approach could be アプローチは strategy may be
an explanation for 説明 a cause of
a more detailed description of より詳細な説明 a comprehensive account of
we present a method of 方法を提示する we introduce an approach for
the work presented in this paper この論文で紹介されている作品 the research outlined in this article

Table 1: Some examples of generated results

Back-Translation strategy. Subsequently, we em-
ployed Sent2Vec (Moghadasi and Zhuang, 2020)
to transform all remaining parallel corpora into
vectors, and then computed the average similarity
score, which was found to be 0.79. This result
provides evidence that the majority of the parallel
corpus obtained in this method ensures semantic
similarity.

It is worth noting that in the generated results,
many identical lexical bundles were translated into
different results. While this may be considered
undesirable for other tasks, it is an advantage for
our specific task. This is because, typically, differ-
ent individuals exhibit distinct stylistic preferences
when writing in English, and these diverse transla-
tions correspond to those preferences. Moreover,
they form a many-to-one mapping relationship with
the lexical bundles, which means that various non-
academic English writing styles can be modified
to conform to a standard academic English writing
style.

We inserted the Back-Translated results back
into the original sentences in the position and order
in which they were extracted, and removed those
corpus that did not have any changes. The percent-
age of the corpus with no alterations constituted
approximately 41% of the total data. This rela-
tively high percentage can be attributed, in part, to
a number of invalid Back-Translation results, as
well as the fact that our dictionary was unable to
cover all lexical bundles, particularly those that are
discontinuous or have changed tense. Ultimately,
we obtained 2,600,355 pairs of parallel sentences
(The baseline was 2,269,216 pairs, and in the exper-
iment we performed a control variable to control for
their numbers), and then subjected to a sampling
analysis, found that many sentences thus produced
some grammatical errors, especially the missing or
incorrect use of prepositions. Table 2 shows some
examples of the parallel corpus obtained. Consid-
ering that we will later use a grammar error correc-

tion model to validate the data, these grammatical
errors will theoretically be well modified.

4.3 Data Performance Validation
To reasonably validate the validity of our data, we
set up three sets of control trials for each of the
three GEC models. (The synthetic data of the four
methods for the baseline will be referred to as Data-
base, and our data will be referred to as Data-our
later). The experiment settings is shown in Table 3:

We use the performance of Data-base in the three
GEC models as the control group, and then set up
three experimental groups. Experimental group
1 is used to verify the performance of the three
models after completely replacing Data-base with
Data-our; experimental group 2 is used to verify the
performance of the three models when Data-base
and Data-our are used together, and experimental
group 3 is used to verify the performance of the
three models when Data-our is partially replaced
by Data-base. Incidentally, In experimental group
1, we reduced the number of data to the same as
the baseline in order to control for variables, and
in experimental group 2, we used the full baseline
data and our synthetic data, in experimental group
3, the percentage of data settings were set empiri-
cally. The results of all experimental evaluations
are shown in Table 4:

4.4 Experimental results analysis
The results of experimental group 3 show that our
data as expanded data can effectively improve the
model performance. The results of experimen-
tal group 1 scored lower than the baseline be-
cause the baseline data generation methods had a
large lexical-level transformation of the sentences,
which allowed the fine-tuned model to transform
the whole sentences, while our method could only
transform a small part of the sentences, so it was
not as effective for the whole sentences. As an ab-
lation experiment, experimental group 3 validated
partial replacement of baseline data for the data



Source sentence 1 But anyway, a system like this will be a contribution to the development of intelligent systems.
Result 1 But anyway, a system like this will be beneficial to the development of intelligent systems.

Source sentence 2 The nouns play a key role in the understanding part as they constitute the class or type hierarchy.
Result 2 The nouns be essential in the understanding part as they constitute the class or type hierarchy.

Source sentence 3
It was decided that a text based information system should be built, regardless of
the status of the speech rocgnition and speech synthesis effort, which proved to lag behind after a while.

Result 3
The decision was made a text based information system should be built, in spite of
the status of the speech rocgnition and speech synthesis effort, proven lag behind after a while.

Table 2: Some examples of the parallel corpus obtained

Group Model Data

Control group (baseline) GEC-1 100% Data-base
GEC-2 100% Data-base
GEC-3 100% Data-base

Experimental group 1 GEC-1 100% Data-our (The quantity is equal to the baseline)
GEC-2 100% Data-our (The quantity is equal to the baseline)
GEC-3 100% Data-our (The quantity is equal to the baseline)

Experimental group 2 GEC-1 100% Data-base + 100% Data-our
GEC-2 100% Data-base + 100% Data-our
GEC-3 100% Data-base + 100% Data-our

Experimental group 3 GEC-1 75% Data-base + 25% replaced by Data-our
GEC-2 75% Data-base + 25% replaced by Data-our
GEC-3 75% Data-base + 25% replaced by Data-our

Table 3: Experiment settings

Group Model P R F0.5 BLEU ROUGE-L BERT-P BERT-R BERT-F Gramm. PPL

Control group GEC 1 22.2 6.2 14.6 11.9 49.0 80.8 79.1 79.9 96.7 414
(baseline) GEC 2 24.2 5.8 14.8 17.5 51.3 81.2 80.3 80.7 97.3 401

GEC 3 19.5 5.5 12.9 15.0 45.2 79.9 79.3 79.6 95.8 419

Experimental GEC 1 11.6 4.9 9.1 11.9 31.7 53.6 49.3 51.4 96.4 570
group 1 GEC 2 14.4 3.2 8.4 8.2 28.3 63.5 62.1 62.8 95.5 530

GEC 3 14.5 8.5 12.7 12.0 37.6 65.2 65.0 65.1 96.9 433

Experimental GEC 1 27.3 12.1 21.8 27.5 62.0 83.9 82.1 83.0 97.1 299
group 2 GEC 2 34.5 20.0 30.1 31.5 63.4 84.0 83.5 83.7 96.9 273

GEC 3 30.1 18.8 26.9 26.2 58.1 83.8 83.0 83.4 97.2 283

Experimental GEC 1 25.3 11.8 18.1 16.7 55.1 81.3 80.1 80.7 97.3 302
group 3 GEC 2 27.5 14.3 21.2 23.0 55.6 83.1 82.3 82.7 97.1 343

GEC 3 25.6 8.3 18.1 18.8 53.3 82.4 82.2 82.3 94.2 347

Table 4: Results of quantitative evaluation. Gramm. denotes the grammaticality score.



produced by our method in order to control for
variables, which was equally more effective com-
pared to the baseline method, proving that the data
produced by our method is well suited for the task
SentRev.

In addition, experiment Group 1 also shows that
the grammaticality score achieves competitive re-
sults even though we do not use the baseline data to
fine-tune the GEC models. This is partly due to the
fact that our chosen GEC models already handle
grammatical errors well, and partly due to the fact
that the data generated by our method also tends to
generate a good number of pairs of grammatical er-
rors, which helps to improve the GEC performance
of the models, confirming our previous conjecture.

Finally, due to the limited proportion of Lexical
Bundles in sentences, our method generates drafts
and references with comparatively minor modifi-
cations. In contrast, the baseline method allows
for extensive modifications of the reference, but
deviates significantly from the authentic English
expressions made by non-native English speakers.
Hence, experimental results demonstrate that the
synthetic data generated by our method, in combi-
nation with the baseline approach, can complement
each other’s shortcomings, leading to superior out-
comes. Additionally, the experimental results ro-
bustly validate the effectiveness of Lexical Bundles
in enhancing English fluency.

5 Conclusion

In this study, we propose a Data Augmentation
method for SentRev using Back-Translation of lex-
ical bundles. We demonstrate the effectiveness of
our method in conjunction with a baseline approach
through fine-tuning three GEC models, resulting
in significant improvements in multiple metrics for
the SentRev task. Our findings confirm the impor-
tance of lexical bundles for academic writing. On
the other hand, our experiments have also demon-
strated that the utilization of lexical bundles, as a
constituent of enhancing English fluency, yields
optimal outcomes when combined with other meth-
ods.

6 Future work

As a larger unit, lexical bundles, although effective
in enhancing fluency in English, often exhibit dis-
continuity. Consequently, the approach employed
in this study is unable to handle those discontin-
uous lexical bundles. Thus, future research will

prioritize the investigation of deeper syntactic de-
pendency relationships. Furthermore, our Lexical
bundle dictionary still has limited coverage, and
the extraction of high-quality, discontinuous lex-
ical bundles poses a challenging task for future
endeavors.
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