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Abstract

Despite recent progress in generative open-
domain dialogue, the issue of low response di-
versity persists. Prior works have addressed this
issue via either novel objective functions, alter-
native learning approaches such as variational
frameworks, or architectural extensions such as
the Randomized Link (RL) Transformer. How-
ever, these approaches typically entail either
additional difficulties during training/inference,
or a significant increase in model size and
complexity. Hence, we propose the Partially
Randomized transFormer (PaRaFormer), a sim-
ple extension of the transformer which involves
freezing the weights of selected layers after
random initialization. Experimental results re-
veal that the performance of the PaRaformer is
comparable to that of the aforementioned ap-
proaches, despite not entailing any additional
training difficulty or increase in model com-
plexity.

1 Introduction

The development of open-domain dialogue agents,
or chatbots, is a crucial objective in conversational
AI. While advancements in deep learning and par-
allel computing have led to significant progress, a
recurring challenge is the issue of low response
diversity. This problem pertains to the agent’s ten-
dency to produce unvaried and repetitive responses,
such as "That’s fine" or "I’m not sure".

Thus far, researchers have proposed numerous
approaches to promoting response diversity. Re-
cently, variational approaches in particular, have
become extremely popular. These approaches in-
volve incorporating variational frameworks such as
the Conditional Variational Auto Encoder (CVAE)
(Sun et al., 2021; Shen et al., 2018; Gao et al.,
2019; Zhao et al., 2017), and Wasserstein Auto En-
coder (WAE) (Tolstikhin et al., 2017) in an open-
domain dialogue agent. Typically, a variational
dialogue agent would consist of two additional net-
works responsible for generating the latent prior

and approximated posterior distributions. During
inference, a latent variable is randomly sampled
from the latent prior distribution and passed to the
decoder along with the dialogue context or dia-
logue history.Improvements in response diversity
are attributed to the stochastic nature of sampling
latent variables from the prior distribution. The
agent is trained by minimizing the KL divergence
or maximizing the evidence lower bound (ELBO)
between the approximated posterior and the latent
prior. However, variational dialogue agents face
challenges such as the latent variable vanishing
problem, which can be addressed with approaches
like KL annealing, though it increases training diffi-
culty. However, despite the increase in training dif-
ficulty and model complexity, CVAE-based frame-
works have been employed in multiple controllable
open-domain dialogue sub-tasks such as person-
alized (Lee. et al., 2022; Song et al., 2019; Wu
et al., 2020), empathetic (Ruan and Ling, 2021; Li
et al., 2021), knowledge-based (Wang et al., 2020)
dialogue generation. Decoding strategies known
to enhance diversity such as beam-search, temper-
ature scaling, top-p/top-k sampling, also involve
a trade-off with other aspects of dialogue quality
such as coherence (Tevet and Berant, 2021; Wiher
et al., 2022). Other prior approaches proposed to
improve dialogue diversity also typically involve
greater difficulty during either preprocessing, train-
ing, or inference (Section 2.1).

Due to the significant additional difficulty in-
curred by the aforementioned approaches, the Ran-
domized Link (RL) Transformer (Lee et al., 2022),
an extension of the standard transformer (Vaswani
et al., 2017), was recently proposed as an alterna-
tive. The RL Transformer successfully addresses
the issue of low response diversity by introducing
additional randomized layers to the standard trans-
former encoder and decoder architecture. During
inference, the weights of these additional layers
are frozen after random initialization. Stochastic-



ity is induced via the additional randomized lay-
ers, which are randomly reinitialized every time
a new dialogue context is presented to the model
during inference. The responses generated by the
RL Transformer showed comparable diversity to
those of variational frameworks. Despite posing
no extra training difficulty, the RL Transformer
exhibits a significant increase in the number of pa-
rameters. This negatively affects scalability due to
the additional randomized layers, each containing
a relatively large number of neurons. A detailed
comparison is available in Appendix A.1.

Hence, we propose the Partially Randomized
transFormer (PaRaFormer), an extension of the
transformer which promotes response diversity by
appropriately initializing and freezing the weights
of selected layers in the transformer. Essentially,
the weights of specific layers in the self attention
and feed forward component of a transformer are
frozen after initialization. During training, we ad-
just the variance of the weight initialization func-
tion to attain the maximum level of response diver-
sification without compromising on other aspects
of dialogue quality. Unlike prior approaches to pro-
moting response diversity, the PaRaFormer does
not entail any additional training difficulty or any
increase in model size. Similar to variational frame-
works, PaRaFormer improves response diversity by
introducing stochasticity during response genera-
tion. However, like the RL Transformer, instead of
random sampling, stochasticity is introduced via
random weight initialization. Empirical results re-
veal that the PaRaformer is capable of generating
contextually coherent responses that are compara-
ble to responses generated by the RL Transformer
as well as other variational frameworks in terms of
response diversity.

2 Related Work

In addition to variational approaches, prior works
have addressed the issue of low response diver-
sity primarily via either altering the objective func-
tion, training target, or by utilizing alternative
learning frameworks. These approaches, however,
typically entail added difficulty during training.
Several approaches propose novel objective func-
tions aimed at promoting response diversity such
as the Maximum Mutual Information (MMI) (Li
et al., 2016), the Inverse N-gram Frequency (INF)
(Ueyama and Kano, 2020), and the Frequency-
Aware Cross-Entropy (FACE) (Jiang et al., 2019).

Some approaches, on the other hand, introduce
auxiliary loss terms alongside the standard MLE
objective (Li et al., 2020). These new objective
functions are typically significantly more compli-
cated to evaluate. Other approaches such as label
smoothing (Wang et al., 2021) or softmax decom-
position (Choi et al., 2020) involve actively mod-
ifying the training target. Adversarial dialogue
generation frameworks which involve training ad-
ditional discriminator networks (Holtzman et al.,
2018; Li et al., 2017a), and reinforcement learning
approaches which entail defining a separate reward
generation framework/model (Lu et al., 2021; Gao
et al., 2018) have also been proposed.

Numerous randomization-based neural network
architectures have also been proposed. Single-layer
feed forward neural networks featuring randomly
initialized, frozen weights such as the Extreme
Learning Machine (ELM) (Huang et al., 2004)
and Random Vector Functional Link network (Pao
and Takefuji, 1992), have been shown to retain the
universal approximation qualities of a fully train-
able network (Needell et al., 2020; Huang et al.,
2006). More recently, multiple deep variants of
these approaches have also been introduced (Shi
et al., 2021; Altan and Kutlu, 2021). In the context
of recurrent networks, researchers have proposed
randomization-based architectures such as Echo
State Networks (Jaeger, 2001), Liquid State Ma-
chines (Maass and Markram, 2004), and reservoir
computing (Lukoševičius and Jaeger, 2009) net-
works have been introduced. Randomization-based
convolutional networks (Xu et al., 2020) have also
been introduced. For transformer models, (Tay
et al., 2020) and (Shen et al., 2021) have introduced
randomized variants which achieved improved per-
formance on several language modeling and ma-
chine translation tasks.

3 PaRaFormer

Generating open-domain dialogue involves gener-
ating a response Y based on the dialogue context
or dialogue history X . The response label is de-
noted by Ȳ , and N refers to the number of en-
coder and decoder components. The PaRaFormer
consists of regular transformer encoders and de-
coders interspersed between partially randomized
(PaRa) encoder or a partially randomized (PaRa)
decoder respectively. We chose to alternate be-
tween a PaRa encoder/decoder and a standard
(fully-trainable) encoder/decoder as consecutive
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Figure 1: Overview of the PaRaFormer where N = 6.
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Figure 2: Overview of the PaRa encoder and decoder.

PaRa encoders/decoders would negatively impact
the model’s learning ability. This would result in
a drop in response quality primarily in terms of
coherence (Section 5.3). An illustration is provided
in Figure 1. The PaRa encoder consists of PaRa at-
tention network and a PaRa feed forward network.
The PaRa decoder consists of a PaRa attention net-
work, followed by a regular attention network, and
a PaRa feed forward network. We found that re-
placing both attention networks in the decoder with
PaRa attention networks would prevent the model
form converging. An overview is provided in Fig-
ure 2.

Randomly initializing selected layers would en-
hance response diversity by introducing stochas-
ticity or ‘randomness’ during response generation.
This will prevent the open-domain dialogue agent
from defaulting to generic, repetitive responses.
During training, frozen layers in the PaRaformer
are reinitialized every epoch to allow the model to
adapt to randomized weights, and generate diverse
responses while maintaining overall quality.

3.1 PaRa Attention
To attain the query (Q), key (K), and value (V )
vectors, the dialogue context X is fed to three dis-
tinct linear layers with randomly initialized, frozen
weights, denoted by Wr

Q, Wr
K , and Wr

V respec-
tively:

Q = Wr
Q(X) (1)

K = Wr
K(X) (2)

V = Wr
V (X) (3)

where the superscript r indicates a randomly initial-
ized, frozen linear layer. dQ, dK , and dV refer to
the dimensions of Wr

Q, Wr
K , and Wr

V respectively.
n refers to the embedding size. It should be noted
that the input to the standard attention network in
the decoder consists of the output of the encoders
and the output of the prior PaRa decoder. Subse-
quently, the dot product of the Q and K vectors
is computed and divided by the square root of the
size of Q and K, which is denoted by dk. Then, we
apply the softmax function to the computed score
and multiply with the V vector to attain the output
of the PaRa attention network, denoted by Z:

Z = Softmax(
QKT

√
dk

)V (4)

where T refers to the transpose operation. Finally,
to obtain the output of the PaRa Attention network,
Z is passed to a single trainable linear layer Wr

Z :

attn_out = WZ(Z) (5)

where attn_out refers to output of the PaRa atten-
tion network. We found that replacing WZ with a
randomly initialized, frozen layer would degrade
overall response quality. An overview is provided
in Figure 3(a).

Similar to the regular transformer, the multi-
headed variant of the PaRa attention network in-
volves defining multiple parallel PaRa attention
networks. The output from each network is con-
catenated and passed to the subsequent PaRa feed
forward network.

3.2 PaRa Feed Forward
The input to the PaRa Feed Forward network is
first fed to a linear layer with randomly initialized
frozen weights and biases denoted by Wr

1 and br
1.

Then, the ReLU activation function is applied. The
resultant output is then passed to a trainable layer
denoted by W2 and b2:

ff_out = W2(ReLU(Wr
1(attn_out)+br

1))+b2

(6)
where ff_out refers to the output of the PaRa feed
forward network. d1 and n refer to the size of
feed-forward layers Wr

1 and W2 respectively. An
overview is provided in Figure 3(b).
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Figure 3: (a) Overview of the PaRa attention network. (b) Overview of the PaRa feed forward network.

3.3 Random Weight Initialization
During training, the frozen weights are reinitialized
every epoch. Hence, the weight initialization func-
tion would directly impact PaRaFormer’s ability
to learn and the amount of stochasticity induced
during generation, which is directly proportional
to response diversity. A weight initialization func-
tion with an excessively large variance increases
stochasticity and diversity, but at the expense of
PaRaFormer’s ability to learn. Unlike the RL Trans-
former, in this work, we adjust the variance of
weight initialization in the randomized layers to
attain maximum response diversification without
compromising on other aspects of response quality
such as coherence. In our experimentation, we con-
sider two different weight initialization functions:
the standard Normal initialization and the Scalable
Kaiming initialization, which is an extension of the
Kaiming Normal initialization.
Standard Normal Initialization. During training,
the weight vectors Wr

Q, Wr
K , Wr

V , Wr
1 and bias

vector br
1 are randomly initialized every epoch via

Standard Normal initialization:

Wr
Q,Wr

K ,Wr
V ∼ N(0.0, σ2

SA) (7)

Wr
1,br

1 ∼ N(0.0, σ2
FF ) (8)

where σSA and σFF refer to the standard devia-
tion utilized during random weight initialization
in the PaRa self attention and PaRa feed forward
networks respectively. Both σSA and σFF are re-
garded as additional hyperparameters to be tuned
during training.
Scalable Kaiming Initialization. Similar to
Xavier initialization (Glorot and Bengio, 2010),
the Kaiming Normal initialization (He et al., 2015)
ensures that the variance of all layers in a neural
network are equal. This prevents the vanishing and
exploding gradient problem by ensuring that the
layer outputs are not too small or too large respec-
tively. However, unlike the Xavier initialization,

the Kaiming Normal initialization accounts for the
activation function applied to the layer input. The
activation function applied to the layer input is con-
sidered instead of the activation function applied to
the output as we will be utilizing the forward pass
variant of the Kaiming Normal initialization. (He
et al., 2015) showed that if the ReLU activation is
applied to the layer input, the weight initialization
should be constrained by 1

2niV ar(Wi) = 1, where
n refers to the number of layer inputs and i refers
to an arbitrary layer in the network. This results in
a standard deviation of

√
2√
ni

i.e., W ∼ N(0, 2
ni
).

However, in the PaRa attention network, since
the randomized layers Wr

Q,Wr
K ,Wr

V , are used to
generate Q, K, and V respectively, no activation
function is applied to the layer inputs. Also in the
PaRa feed forward network, Wr

1 and br
1 precedes

the ReLU activation. Hence, weight initialization
should be constrained by niV ar(Wi) = 1 instead,
resulting in a standard deviation of 1√

ni
i.e., W ∼

N(0, 1
ni
) (shown in Appendix A.2).

Since the Kaiming Normal initialization was de-
signed to prevent the exploding and vanishing gra-
dient problem, the standard deviation value used
would neither result in a complete degradation of
the model’s learning ability nor a complete lack of
stochasticity. Thus, the standard deviation value
used in the Kaiming Normal initialization would
be a suitable base value from which further scaling
can be introduced. Hence, we introduce a scalable
Kaiming initialization for random weight initial-
ization. We hypothesize that scaling the standard
deviation value used in the Kaiming Normal ini-
tialization would allow for further response diversi-
fication without negatively impacting the model’s
learning ability. In our implementation, we utilize
gain parameters to scale the variance of initializa-
tion. This allows us to manually tune the amount
of stochasticity induced in the generation process,
further diversifying the generated responses. This



results in the following weight initializations:

Wr
Q,Wr

K ,Wr
V ∼ N(0.0,

γ2SA
ni

) (9)

Wr
1,br

1 ∼ N(0.0,
γ2FF

ni
) (10)

where γSA and γFF refer to the gain parameters,
and γSA√

ni
and γFF√

ni
represent the standard deviations

of the random weight initialization in the PaRa self
attention and PaRa feed forward networks respec-
tively.

4 Experiment

Corpora In our experiments, we use two main
datasets: DailyDialog (Li et al., 2017b) and Em-
patheticDialogues (Rashkin et al., 2019). The Dai-
lyDialog corpus contains diverse, open-domain
multi-turn conversations covering various styles,
emotions, and topics. On the other hand, the Em-
patheticDialogues dataset is designed to train and
evaluate dialogue systems on their empathetic re-
sponses. It consists of pairs of conversations, where
one speaker shares an event, and the other responds
empathetically. In our experiments, the dialogue
agent’s task is to generate responses based solely
on the context of the ongoing conversation. We do
not use any additional information such as response
labels (e.g., emotion, topic, or style) or speaker la-
bels. The dialogue context comprises a maximum
of 5 dialogue turns.
Implementation For our implementation, the
PaRaFormer consists of six encoders and decoders,
with four attention heads. Since the 300d GloVe
embedding (Pennington et al., 2014) is used, the
embedding size n = 300. dk, dv and dz are fixed
at 128. dff is set to 2048. During training, the
Adam optimizer (learning rate = 0.0006, batch
size = 32) is used. In our experiments, most re-
sponses are generated via greedy decoding. We
utilize greedy decoding instead of beam-search or
other sampling-based decoding methods so that any
gains in diversity can be attributed directly to the
model architecture.
Baselines For our experiments, we implement two
variants of the PaRaFormer: PaRaFormerN and
PaRaFormerK . For random weight initializa-
tion, PaRaFormerN utilizes Standard Normal
initialization (σSA = 0.01, σFF = 0.05) and
PaRaFormerK employs Kaiming Normal initial-
ization (γSA = 2.5, γFF = 1.5). We implement

three encoder-decoder models: a standard Trans-
former Transformer (Vaswani et al., 2017); a
Seq2seq model with attention (Bahdanau et al.,
2014); a Hierarchical Recurrent Encoder Decoder
(HRED) (Serban et al., 2016). Additionally, due
to the success and popularity of variational frame-
works in recent years, we implement four varia-
tional models: a Variational Hierarchical Recur-
rent Encoder Decoder (V HRED) (Serban et al.,
2017); a Variational Hierarchical Conversation
RNNs (V HCR) (Park et al., 2018); a transformer-
based CV AE (Zhao et al., 2017) (section 3.2);
and the Sequential Variational Transformer (SV T )
(Lin et al., 2020), which features a variational de-
coder that implicitly generates a distinct latent vari-
able for each position. For Seq2seq, HRED,
V HRED and V HCR, all encoder and decoder
components consist of two GRUs (hidden_dim =
512). For all variational models, the prior and
approximated posterior distributions are defined
by MLPs (num_layers=3, hidden_dim=512, la-
tent_dim=300). The variational transformer base-
lines (CV AE, and SV T ) consist of six encoder
and decoders, and four attention heads (identical
to the PaRaFormer). In addition, we also imple-
ment the RL Transformer (Lee et al., 2022).
All transformer-based baselines (Transformer,
CV AE, SV T , and RL Transformer) consist
of six encoder and decoders, and four attention
heads (identical to the PaRaFormer). This would
ensure that any improvements in performance can
be attributed to our proposed architectural enhance-
ments instead of model size. Additionally, we
benchmark our baselines against the standard GPT-
2 pretrained language model (GPT − 2), which
was finetuned on the DailyDialog corpus. Due
to computational constraints, we utilize the small
GPT-2 model from HuggingFace (12 decoders).
Responses are generated via greedy decoding.
Automatic Evaluation To quantify diversity, we
utilize the Distinct-n metric (n = 1, 2, 3) (Li et al.,
2016), which quantifies the number of distinct n-
grams in the generated responses. A higher distinct
score is indicative of greater overall response di-
versity. We do not rely on metrics drawn from
machine translation such as ROUGE (Lin, 2004)
and METEOR (Banerjee and Lavie, 2005), which
involves comparing the generated response to the
reference response, as prior work have shown that
these metrics are extremely poor at measuring the
quality of a generated response and do not corre-



Table 1: Overview of the automatic evaluation results
on the DailyDialog corpus. * indicates statistically sig-
nificant differences (t-test, p-value <0.01) from the best
result in that column (bolded).

Dist-1 Dist-2 Dist-3 UE
Seq2seq 0.005* 0.017* 0.032* 0.051*
HRED 0.012* 0.063* 0.141* 0.073*
V HRED 0.014* 0.131* 0.262* 0.063*
V HCR 0.010* 0.073* 0.186* 0.062*

Transformer 0.011* 0.106* 0.168* 0.076
CV AE 0.040* 0.183* 0.446 0.061*
SV T 0.037* 0.169* 0.441 0.063*

GPT − 2 0.017* 0.174* 0.368* 0.081
RL Transformer 0.045 0.216 0.444 0.069*
PaRaFormerK 0.051 0.236 0.467 0.082
PaRaFormerN 0.039* 0.193 0.428 0.085

spond to any aspect of human evaluation (Liu et al.,
2016). To measure the contextual coherence of
the generated response, we utilize the Utterance
Entailment (UE) score (Lee et al., 2022). Essen-
tially, computing the UE score involves applying
a BERT-based Natural Language Inference model
to the generated response and each utterance in the
dialogue context.
Human Evaluation In addition, we also employ
human evaluation. We engaged five participants
with high levels of English proficiency to evalu-
ate the responses generated by the PaRaFormer
against the other implemented baselines based on
‘Diversity’, ‘Fluency’, and ‘Coherence’. ‘Diversity’
refers to the overall variability of the generated
responses in terms of vocabulary, ‘Fluency’ encom-
passes the eloquence of the responses, and ‘Co-
herence’ quantifies contextual coherence i.e., the
propriety/suitability of the generated response with
regard to the dialogue context. Each participant
evaluated 50 randomly selected dialogue examples,
comparing PaRaFormer’s response with other base-
lines without knowing the generating model. For
each criteria, each participant was told to evalu-
ate if the response generated by the PaRaFormer
variant either wins, loses, or ties with the response
generated by the other baselines. The win, loss,
and tie rates for each comparison is provided in
Table 3.

5 Results & Discussion

5.1 Quantitative Analysis
Based on the results presented in Table 1, 2 and 3,
it is apparent that PaRaFormerK outperformed
PaRaFormerN in terms of response diversity.
PaRaFormerK attained higher distinct-1,2, and
3 scores, as well as a higher percentage of Wins

Table 2: Overview of the automatic evaluation results
on the EmpatheticDialogues corpus. * indicates statisti-
cally significant differences (t-test, p-value <0.01) from
the best result in that column (bolded).

Dist-1 Dist-2 Dist-3 UE
Seq2seq 0.002* 0.009* 0.189* 0.021*
HRED 0.017* 0.044* 0.225* 0.043*
V HRED 0.028* 0.174* 0.301* 0.034*
V HCR 0.026* 0.123* 0.253* 0.041*

Transformer 0.023* 0.117* 0.221* 0.053*
CV AE 0.031* 0.226* 0.426 0.051*
SV T 0.025* 0.251* 0.484 0.054*

GPT − 2 0.027* 0.134* 0.392* 0.071*
RL Transformer 0.036 0.265 0.509 0.063*
PaRaFormerK 0.043 0.288 0.521 0.079
PaRaFormerN 0.038 0.273 0.488 0.077

and lower percentage of Losses on the ‘Diver-
sity’ criterion relative to PaRaFormerN . How-
ever, both PaRaFormerN and PaRaFormerK
showed similar performance in terms of general
fluency and contextual coherence. This can be in-
ferred from the comparable UE scores, as well as
the relatively similar percentages of Wins, Ties,
and Losses between both PaRaFormerN and
PaRaFormerK on the ‘Fluency’ and ‘Coherence’
criterion (Table 3).

The response diversity of both PaRaFormerN
and PaRaFormerK is comparable to that of
the RL : Transformer. When compared to
all other implemented baselines (except for the
RL : Transformer), both PaRaFormerN and
PaRaFormerK achieved noticeably higher dis-
tinct scores and a significant percentage of wins on
the ’Diversity’ criterion, indicating that they pro-
duce more diverse responses. However, it is worth
noting that the level of diversification attained by
PaRaFormerN is generally slightly lower than
that of PaRaFormerK and RL : Transformer.
PaRaFormerN attained scores similar to those
of the variational baselines, as evidenced by the
relatively similar distinct scores and the high per-
centage of Ties on the ’Diversity’ criterion.

Regarding contextual coherence, both
PaRaFormerN and PaRaFormerK per-
formed better than all variational baselines,
showing higher Wins and Ties in the ’Coher-
ence’ criterion. The poor contextual coherence
of variational baselines may be attributed to
random sampling. Random sampling can lead
to latent variables deviating too far from the
prior distribution mean, resulting in incoherent
responses. In terms of contextual coherence, both
PaRaFormerN and PaRaFormerK achieved
comparable performance to RL : Transformer,



Table 3: Human evaluation results on the DailyDialog corpus. Kappa values (Fleiss et al., 1971), represented by κ,
typically range from 0.4 to 0.6, indicating moderate inter-rater agreement.

Fluency Diversity Coherence
Win Tie Loss κ Win Tie Loss κ Win Tie Loss κ

PaRaFormerN vs Seq2seq 37% 39% 24% 0.44 70% 19% 11% 0.47 40% 45% 15% 0.55
PaRaFormerN vs HRED 39% 31% 30% 0.48 68% 22% 10% 0.44 45% 39% 16% 0.61
PaRaFormerN vs V HRED 47% 32% 21% 0.39 58% 34% 18% 0.50 41% 40% 19% 0.42
PaRaFormerN vs V HCR 42% 29% 27% 0.59 61% 35% 14% 0.59 44% 40% 16% 0.49

PaRaFormerN vs Transformer 36% 41% 22% 0.46 67% 28% 5% 0.57 46% 36% 18% 0.56
PaRaFormerN vs CV AE 41% 34% 25% 0.45 45% 38% 17% 0.53 41% 36% 23% 0.55
PaRaFormerN vs SV T 45% 37% 18% 0.49 47% 39% 14% 0.51 43% 39% 18% 0.51

PaRaFormerN vs GPT − 2 27% 48% 25% 0.53 49% 40% 11% 0.61 39% 38% 23% 0.53
PaRaFormerN vs RL Transformer 36% 35% 29% 0.55 33% 46% 21% 0.48 36% 38% 26% 0.55

PaRaFormerK vs Seq2seq 35% 42% 23% 0.46 73% 21% 6% 0.55 41% 43% 16% 0.48
PaRaFormerK vs HRED 37% 39% 24% 0.51 69% 20% 11% 0.62 50% 41% 9% 0.50
PaRaFormerK vs V HRED 35% 36% 29% 0.49 56% 38% 16% 0.59 51% 42% 7% 0.63
PaRaFormerK vs V HCR 39% 34% 27% 0.55 64% 36% 10% 0.48 53% 41% 6% 0.59

PaRaFormerK vs Transformer 38% 39% 23% 0.53 67% 28% 5% 0.47 48% 44% 8% 0.49
PaRaFormerK vs CV AE 44% 33% 23% 0.52 49% 44% 7% 0.53 42% 42% 16% 0.52
PaRaFormerK vs SV T 49% 30% 21% 0.46 48% 40% 10% 0.51 43% 39% 18% 0.43

PaRaFormerK vs GPT − 2 31% 45% 24% 0.45 50% 43% 7% 0.56 41% 34% 25% 0.47
PaRaFormerK vs RL Transformer 33% 41% 36% 0.49 42% 35% 23% 0.41 39% 40% 21% 0.57
PaRaFormerK vs PaRaFormerN 32% 37% 31% 0.57 31% 51% 18% 0.61 28% 39% 33% 0.54

Table 4: Distinct-n and UE scores for various PaRa
encoder/decoder configurations. PaRaFormerN
(σSA = 0.01, σFF = 0.05) is used as the base model.
* indicates statistically significant differences (t-test,
p-value <0.05) from the best result in that column
(bolded).

Dist-1 Dist-2 Dist-3 UE
Alt 0.039 0.193 0.428 0.085
Full 0.018* 0.071* 0.183* 0.047*

Seq_1 0.033 0.158* 0.357* 0.059*
Seq_2 0.032* 0.179 0.407 0.061*

Table 5: Distinct-n and UE scores for σSA, σFF =
0.01, 0.05, 0.50.

σSA σFF Dist-1 Dist-2 Dist-3 UE
0.01 0.01 0.026* 0.149* 0.350* 0.069*
0.01 0.05 0.039 0.193 0.428 0.085
0.01 0.50 0.030 0.112* 0.230* 0.027*
0.05 0.01 0.024* 0.129* 0.311* 0.070
0.05 0.05 0.036 0.159* 0.444 0.080
0.05 0.50 0.027* 0.111* 0.358* 0.023*
0.50 0.01 0.005* 0.023* 0.055* 0.020*
0.50 0.05 0.006* 0.024* 0.057* 0.019*
0.50 0.50 0.001* 0.017* 0.041* 0.013*

Table 6: Distinct-n and UE scores for γSA =
1.5, 2.5, 3.5 and γFF = 1.0, 1.5, 2.0.

γSA γFF Dist-1 Dist-2 Dist-3 UE
1.5 1.5 0.031* 0.143* 0.320* 0.074
1.5 2.5 0.028* 0.134* 0.304* 0.066*
1.5 3.5 0.028* 0.128* 0.289* 0.058*
2.5 1.5 0.051 0.236 0.467 0.082
2.5 2.5 0.053 0.194 0.398 0.057*
2.5 3.5 0.039* 0.173* 0.373* 0.055*
3.5 1.5 0.033* 0.131* 0.282* 0.040*
3.5 2.5 0.033* 0.126* 0.267* 0.044*
3.5 3.5 0.011* 0.054* 0.126* 0.029*

Table 7: Distinct-n and UE scores for various decod-
ing strategies (applied to Transformer on DailyDia-
log). * indicates statistically significant differences (t-
test, p-value <0.05) from the best result in that column
(bolded).

Dist-1 Dist-2 Dist-3 UE
PaRaFormerK 0.051 0.236 0.467 0.082
PaRaFormerN 0.043* 0.193 0.428 0.085
Transformer 0.011* 0.106* 0.168 0.076
-T = 0.50 0.023* 0.195* 0.331* 0.068*
-T = 0.75 0.037* 0.228 0.396* 0.063*
-T = 1.0 0.057 0.259 0.451 0.051*
-Top-p(0.9) 0.039* 0.244 0.421* 0.070*
-Top-k(40) 0.035* 0.213* 0.403* 0.067*
-Beam(5) 0.031* 0.196* 0.358* 0.063*

which outperformed all other baselines (except
GPT − 2). This is expected as GPT − 2 is
pretrained on a large amount of textual data, giving
it greater language understanding capabilities.
Regarding overall fluency, both PaRaFormerN
and PaRaFormerK received similar human
evaluation scores compared to all other imple-
mented baselines. This is evident from the
relatively consistent Win, Tie, and Loss scores of
both models on the Fluency criterion against all
implemented baselines.

5.2 Qualitative Analysis
The qualitative analysis confirms our initial obser-
vations. Non-variational baselines, with the excep-
tion of RL : Transformer, PaRaFormerN ,
and PaRaFormerK , tend to produce less di-
verse responses compared to their variational coun-
terparts. These non-variational responses often
consist of short, repetitive, and generic phrases,



such as "Ok sure" or "Great." On the other
hand, responses generated by PaRaFormerN
and PaRaFormerK are noticeably more diverse
relative to non-variational baselines, featuring a
relatively larger number of unique responses.

In addition, responses generated by varia-
tional baselines as well as PaRaFormerN and
PaRaFormerK displayed a larger variability in
terms of vocabulary and phrasing. Also, the contex-
tual coherence of responses from variational base-
lines is relatively poorer than that of non-variational
baselines. Some responses generated by variational
models are unrelated to the dialogue context or di-
rectly contradict it. Samples of dialogue responses
are provided in Table 8 from Appendix A.3.

5.3 PaRa Encoder/Decoder Configuration
In Table 4, we examine the performance of
PaRaFormerN (σSA = 0.01, σFF = 0.05)
where every encoder and decoder is replaced with
their PaRa counterpart (Full), and two variants
where only the first (Seq1) and last (Seq2) N/2
encoders/decoders are replaced with their PaRa
counterparts respectively. We can observe that the
Full variant experienced a sharp drop in diversity.
This can be attributed to the insufficient number of
trainable weights in the model which hinders the
model from learning effectively. Thus, the model
defaults to generating short, highly repetitive, inco-
herent responses, which translates to low distinct
and UE scores. Additionally, we also observe that
sequential configurations would achieve lower lev-
els of response diversification and coherence. This
implies that consecutive PaRa components would
likewise cause a degradation in learning efficacy.

5.4 Gain & Standard Deviation
Table 5 shows the results obtained using dif-
ferent standard deviation values, σSA, σFF =
0.01, 0.05, 0.5, for Standard Normal initialization.
Table 6 presents the results with various gain val-
ues, γSA, γFF = 1.5, 2.5, 3.5, for Scalable Kaim-
ing initialization.

A larger standard deviation during random ini-
tialization implies higher stochasticity or random-
ness. For both Standard Normal and Kaiming Nor-
mal initializations, smaller values of σSA, σFF ,
γSA, and γFF lead to slightly lower distinct scores
due to reduced stochasticity, while higher values of
these parameters result in a drop in UE score, indi-
cating decreased contextual coherence and learning
ability.

Notably, the values of σFF and γFF significantly
impact the agent’s learning ability. Larger values
hinder learning and lead to low-quality, generic
responses with poor diversity and coherence. In
contrast, the model shows relatively less sensitivity
to high values of σSA and γSA, aligning with prior
research highlighting the importance of the feed
forward component for transformer performance.
However, a sharp drop in distinct and UE scores
is observed when σFF = 0.5 and γFF = 3.5
due to excessive stochasticity, resulting in ineffec-
tive learning and gibberish generation. Similarly,
lower values of σSA and γSA (0.01 and 1.5) lead
to slightly lower distinct scores but comparable UE
scores.

5.5 Decoding Strategies
Additionally, we also compare the responses gen-
erated by a fine-tuned Transformer with various
decoding strategies including temperature scaling,
top-p, top-k, and beam search to PaRaFormerN
and PaRaFormerK . Results are presented in
Table 7. Based on the results, it is apparent
that utilizing the aforementioned decoding strate-
gies would improve response diversity. How-
ever, as evidenced by the decreasing UE scores,
this is typically accompanied by a drop in coher-
ence. PaRaFormerN and PaRaFormerK , on
the other hand, achieved high levels of response
diversification while maintaining coherence.

6 Conclusion

This paper introduces PaRaFormer, a straightfor-
ward extension of the transformer that incorporates
randomly initialized, frozen weights in specific lin-
ear layers. Experimental results demonstrate that
PaRaFormer is capable of generating diverse re-
sponses without compromising on contextual co-
herence. Future research could focus on exploring
randomization-based methods in large language
models. Particularly, investigating the application
of pretraining techniques to a substantially larger
PaRaFormer model and benchmarking it against
other pretrained language models fine-tuned for
open-domain dialogue generation. Moreover, fur-
ther exploration of alternative randomization meth-
ods, like monte carlo dropout during inference,
could be considered.



7 Limitations

A crucial constraint is that this framework cannot
leverage existing pretrained language models. The
utilization of PaRaFromer necessitates training a
PaRaFormer model from scratch. Moreover, the
scope of this study does not encompass controllable
dialogue tasks, such as personalized or knowledge-
grounded dialogue generation, which are essential
for natural, human-like open-domain conversation.
Further research could explore the performance of
PaFaFormer on controllable generation tasks and
investigate the potential effects of frozen, randomly
initialized weights on controllability.
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A Appendix

A.1 Size comparison with the RL Transformer
The encoder and decoder in the standard transformer and our PaRaFormer consists of an attention network,
2 layer normalization layers, and a feed forward network. For a single attention head, the number of
parameters in each component can be formulated as:

numattn = 4 ∗ (n ∗ dqkv) (11)

numnorm = 2 ∗ (n ∗ n) (12)

numff = (n ∗ dff + dff ) + (dff ∗ n+ n) (13)

where numattn,numnorm, and numff refer to the number of parameters in the attention, layer norm,
and feed forward networks respectively. n refers to the.

The RL transformer consists of encoders and decoders which utilize RL self-attention networks and
RL feed forward networks. For the RL self-attention network, additional randomized layers are inserted
to attain the Q, K, V matrices and the final output representation. Each randomized layer precedes a
trainable layer which accepts both the output of the randomized layer and the original representation as
input:

numrl−attn = 3 ∗ (n ∗ dr) + 3 ∗ ((dr + n) ∗ dqkv) + (dqkv ∗ dr) + ((dr + dqkv) ∗ n) (14)

where numrl−attn refers to the number of parameters in the RL self-attention network, dr represents the
size of the randomized layer, and dqkv denotes the dimensions of Q, K, V . On the other hand, for the RL
feed forward network, no additional randomized layers are introduced. The first linear layer is regarded as
a randomized layer and the second linear layer accepts the output of the randomized layer and the original
representation as input:

numrl−ff = (n ∗ dff + dff ) + ((dff + n) ∗ n+ n)) (15)

where numrl−ff refers to the number of parameters in the RL feed forward network. In this case, the size
of the randomized layer is 4 times the size of the randomized layer used in the RL self-attention network.

In the original implementation, where n = 300 and dr = 512, the RL attention network comprises
1,030,144 parameters, while the attention network of the PaRaFormer consists of 153,600 parameters.
Furthermore, the feed-forward network in the PaRaFormer is composed of 1,231,148 parameters, whereas
the feed-forward network in the RL Transformer contains 1,321,148 parameters. Hence, it is apparent that
there is a significant size disparity between the RL Transformer and the PaRaFormer, especially in the RL
attention network. The smaller size of the PaRaFormer indicates that it would demand substantially fewer
computational resources in comparison.

A.2 Kaiming Weight Initialization Constraint
For an arbitrary layer i in a neural network, the layer output yi can be expressed as:

yi = W 0
i X0 +W 1

i X1 +W 2
i X2 + · · ·+WNi

i XNi (16)

where X and W refer to the layer input and layer weights respectively, and Ni represents the size of the
input to layer i. Subsequently, the variance of the output yi can be derived via the following equation:

yi =V ar(W 0
i X0 +W 1

i X1 +W 2
i X2 + · · ·+WNi

i XNi)

=Ni ∗ V ar(WiXi)

=Ni ∗ V ar(Wi)V ar(Xi) + V ar(Wi)(E[Xi])
2 + (E[Wi])

2V ar(Xi])

Assuming E[Wi] = 0,

=Ni ∗ V ar(Wi)V ar(Xi) + V ar(Wi)(E[Xi])
2

=Ni ∗ V ar(Wi)(E[X2
i ])

(17)



where WNi represents the weight matrix and XNi represents the input vector. Then, further expanding
E[X2

i ]:

E[X2
i ] =

∫ ∞

−∞
X2
iP (Xi)dXi

=

∫ ∞

−∞
f(yi−1)

2P (yi−1)dyi−1

For linear activation,

=

∫ ∞

−∞
y2i−1P (yi−1)dyi−1

=V ar(yi−1)

(18)

Hence, V ar(yi) = Ni ∗V ar(Wi) ∗V ar(yi−1). Then, combining all L layers in the network would result
in the following expression:

V ar(yL) = V ar(y1)(
l∏

k=2

NkV ar(Wk)) (19)

In order to prevent both the exploding and vanishing gradient problems, the variance of the input should
be equivalent to the variance of the output. Hence, we arrive at the following constraint for each layer:

NiV ar(Wi) = 1 (20)

which results in the following weight initialization:

Wi ∼ N(0,
1

Ni
) (21)

A.3 Sample Responses

Table 8: Sample responses generated by transformer-based baselines.

Context
User: How long have you been in England ?
Agent: For almost two years
User: Almost two years ? Your English is very good .

Response
Transformer: I am sorry .
CV AE: Well , there is a lot of money .
SV T : and ?
GPT − 2: It’s been a long time since we’ve had a chance to see .
RL Transformer: I am in junior high school for a year .
PaRaFormerN : I had a great time .
PaRaFormerK : I was in a publishing company .

Context
User: I really need to start eating healthier .
Agent: I have to start eating better too .
User: hat kind of food do you usually eat ?
Agent: I try my best to eat only fruits ,
vegetables , and chicken .
User: Is that really all that you eat ?

Response
Transformer: much is the same ?
CV AE: I’m hungry at the cafeteria .
SV T : I think you eat a lot of cooking .
GPT − 2: It’s time for a change .
RL Transformer: I don’t really like cooking .
PaRaFormerN : I really like food .
PaRaFormerK : I think I only have a good breakfast .


	Introduction
	Related Work
	PaRaFormer
	PaRa Attention
	PaRa Feed Forward
	Random Weight Initialization

	Experiment
	Results & Discussion
	Quantitative Analysis
	Qualitative Analysis
	PaRa Encoder/Decoder Configuration
	Gain & Standard Deviation
	Decoding Strategies

	Conclusion
	Limitations
	Appendix
	Size comparison with the RL Transformer
	Kaiming Weight Initialization Constraint
	Sample Responses


