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Abstract

Customers spend much time researching
product information before making a pur-
chase. This problem can be partially ad-
dressed through Machine Reading Com-
prehension (MRC) on customer reviews.
Nonetheless, to implement MRC effectively,
benchmark corpora specific to the review
domain in Vietnamese are lacking. There-
fore, we proposed ViRe4MRC, the first
benchmark corpus for evaluating review-
based machine reading comprehension on
customer reviews in Vietnamese. This
corpus comprises 6,603 human-generated
question-answer pairs from 2,174 customer
reviews on smartphone and restaurant do-
mains. We also evaluate the experimen-
tal results of monolingual language mod-
els: ViBERT, PhoBERT, and vELECTRA;
multilingual language models: mBERT and
XLM-RoBERTa (XLM-R). As a result, the
XLM-RLarge model, as the best model,
achieved 44.25% Exact Match (EM) and
78.13% F1. Our corpus1 is available for
research purposes.

1 Introduction

Customer review data is challenging for ma-
chine reading comprehension (MRC) tasks.
The linguistic features of the data contribute
to the challenges related to understanding and
processing information. Several features that
cause difficulties include:

• Reviews may include grammatically incor-
rect sentences, slang, spelling errors, in-
correct punctuation, and ambiguous eval-
uations. These factors require language-
understand annotators, posing challenges
in comprehending the review content for
generating question-answer pairs. For

1https://github.com/DoPhamPhucTinh/ViRe4M
RC

example, the phrase “giao hàg nhah”
(fast delivery) is a spelling mistake, which
should be “giao hàng nhanh” (fast de-
livery).

• In the review domain, textual contexts fre-
quently contain diverse information about
products, services, or specific aspects.
This presents challenges in processing and
understanding multiple contexts to extract
accurate answers.

• The Vietnamese language possesses lin-
guistic characteristics such as diverse ex-
pressions, various sentence structures, and
relatively complex vocabulary. These at-
tributes add to the heightened complex-
ity of comprehending and processing ques-
tions for the MRC task.

In MRC tasks, having a sufficiently large and
diverse training corpus is important. Recently,
there has been the appearance of machine
reading comprehension corpora for Vietnamese
UIT-ViNewsQA (Van Nguyen et al., 2022),
ViMMRC (Nguyen et al., 2020b), WikiQA
(Do et al., 2021), ViCoQA (Luu et al., 2021),
UIT-ViQuAD 2.0 (Van Kiet et al., 2022), Vi-
CoV19QA (Thai et al., 2022), ViQA-COVID
(Anonymous, 2021), ViMQA (Le et al., 2022).
However, there is not yet any MRC corpus on
Vietnamese customer reviews. Thus, we create
a novel MRC corpus for Vietnamese customer
reviews.

In this paper, we created the ViRe4MRC
corpus in the review-based MRC task, com-
prising 6,603 question-answer pairs with non-
standard text genres in the smartphone and
restaurant review domains. We hope to con-
tribute a MRC corpus on customer review do-
mains to the research community to develop
new MRC tasks. We also hope that when our

https://github.com/DoPhamPhucTinh/ViRe4MRC
https://github.com/DoPhamPhucTinh/ViRe4MRC


study applies in the real world, it can support
businesses to increase revenue and customer
experience.

2 Related Works

Machine reading comprehension (MRC) ap-
peared early. Lehnert (1977) created
a question-answering program, QUALM.
Hirschman et al. (1999) proposed an MRC sys-
tem with a corpus containing 60 development
and 60 test stories. In the past decade, MRC
has developed strongly, first with the appear-
ance of the MCTest corpus (Richardson et al.,
2013) and then a series of supervised corpora
and methods for this task.

There are many MRC corpus (Rajpurkar
et al., 2016; Cui et al., 2019; Kočiský et al.,
2018; Nguyen et al., 2020a). Based on the
answer type, the MRC task is divided into
four types: span prediction, free-form answer,
cloze style and multiple choice (according to
Chen (2018)). The number of corpora devoted
to four types of question-answering tasks is
increasing. However, most of the corpora are
done in English or Chinese. Here are several
well-known corpora for the question-answering
task.

• MRC with span prediction: The number of
corpora of this type has recently increased
significantly, and many quality corpora
have been published: NewsQA (Trischler
et al., 2017) is a corpus on the domain of
news articles, including more than 119,633
question-answer pairs from CNN news ar-
ticles. SQuAD (Rajpurkar et al., 2016)
comprises passages and question-answer
pairs in Wikipedia. CMRC2018 (Cui et al.,
2019), the corpus comprises 18,567 ques-
tions in Chinese on Wikipedia paragraphs.
ReviewRC (Xu et al., 2019) comprises
2,596 questions from 959 reviews on laptop
and restaurant domains.

• MRC with the free-form answer: This
field is being researched and promoted.
The output is an answer based on the
content of the passage, not a string in
the passage. There are corpora such as
SearchQA (Dunn et al., 2017), the corpus
comprises 140,196 question-answer pairs;
NarrativeQA (Kočiský et al., 2018), the

corpus comprises 46,765 question–answer
pairs; DuReader (He et al., 2018), is a Chi-
nese corpus, which comprises over 200,000
questions, nearly 420,000 answers and
1,000,000 documents.

• MRC with cloze style: several corpora for
this type is the CNN/DAILY corpus (Her-
mann et al., 2015) comprises over 387,000
samples from the CNN website2 and over
997,000 samples from the DAILY website3.
The CBT corpus (Hill et al., 2016) com-
prises over 687,000 questions taken from
books within the Gutenberg project4.

• MRC with multiple-choice answers:
RACE (Lai et al., 2017) comprises
nearly 28,000 passages and 100,000
questions; COSMOS QA (Huang et al.,
2019) comprises 35,588 questions and
21,866 passages. ReClor (Yu et al., 2020)
comprises 6,138 questions.

For Vietnamese, the MRC task has also
recently been interesting. Vietnamese is a
language with fewer corpora compared to
other languages, such as English and Chi-
nese. UIT-ViQuAD (Nguyen et al., 2020a)
is the first Vietnamese corpus for supervised
learning-based machine reading comprehen-
sion and question answering, which motivated
the development of various Vietnamese cor-
pora are UIT-ViNewsQA (Van Nguyen et al.,
2022), ViMMRC (Luu et al., 2023), ViWik-
iQA (Do et al., 2021), ViCoQA (Luu et al.,
2021), UIT-ViQuAD 2.0 (Van Kiet et al.,
2022), ViCoV19QA (Thai et al., 2022), ViQA-
COVID(Anonymous, 2021), ViMQA(Le et al.,
2022). The details of the corpora are presented
in Table 1.

3 Corpus Creation

3.1 Corpus Creation Process
This section provides a more detailed descrip-
tion of the ViRe4MRC corpus creation process,
illustrated in Figure 1. We collected reviews
from the ViSD4SA (Thanh et al., 2021) corpus
and streetcodevn.com website6. The following

2https://edition.cnn.com/
3https://www.dailymail.co.uk/home/index.html
4https://www.gutenberg.org/
6https://streetcodevn.com/blog/dataset

https://edition.cnn.com/
https://www.dailymail.co.uk/home/index.html
https://www.gutenberg.org/
https://streetcodevn.com/blog/dataset


Corpus Source Domain Number of
questions

Type of
corpus

ViMMRC
(Nguyen et al.,
2020b)

Vietnamese subject of
students documents. Education 2,783 Multiple-choice

UIT-ViQuAD
(Nguyen et al.,
2020a)

Vietnamese wikipedia
articles

Open
domain 23,074 Span prediction

UIT-ViCoQA
(Luu et al., 2021)

VnExpress newspaper
articles Health 10,000 Span prediction

UIT-WikiQA
(Do et al., 2021)

Vietnamese wikipedia
articles

Open
domain 23,074 Span prediction

ViQA-COVID
(Anonymous,
2021)

CDC case reports COVID-19 6,444 Span prediction
(Multi span)

ViMQA (Le
et al., 2022) Vietnamese Wikipedia Open

domain 10,047 Span prediction
(Multi hop)

UIT-ViNewsQA
(Van Nguyen
et al., 2022)

VnExpress newspaper
articles Health 22,057 Span prediction

ViRe4MRC
(Ours)

ViSD4SA (Thanh
et al., 2021) and
streetcodevn.com5

Customer
Reviews 6,603 span prediction

Table 1: Vietnamese corpora for machine reading comprehension, question answering, and question
generation.

Figure 1: The corpus creation process.

phases are based on the creation process of two
corpora, UIT-ViQuAD(Nguyen et al., 2020a)
and UIT-ViNewsQA(Van Nguyen et al., 2022).

Three annotators generate question-answer
pairs in ViRe4MRC to create an objective and
natural corpus. All three annotators are stu-
dents currently studying at the same univer-

sity. Initially, each annotator familiarized them-
selves with the guidelines and accompanying
examples. We then selected 50 reviews and
assigned each annotator to independently gen-
erate question-answer pairs for these reviews.
Each review required a minimum of 3 question-
answer pairs. We review the question-answer
pair they have created, identify errors, engage
in discussions, and update the guidelines. We
repeat this process multiple times until the
question-answer pairs created by the annota-
tors do not have any errors, following the pro-
vided guidelines. After completing the training
phase, we officially create question-answer pairs
for the corpus.

• Each annotator creates 200 question-
answer pairs within 4-5 days. In the subse-
quent days, annotators cross-checked their
results in pairs. During cross-checking,
each person reviewed the results of the
other person to ensure compliance with
the guidelines and provided accurate feed-
back on any identified mistakes. In cases
of disagreement or uncertainty, discussions



Sample 1
Review: Pizza khá lạ và khác so với kiểu
truyền thống nên mình k thích lắm. Mỳ ý
sốt bò băm và sốt kem rất ngon. Giá đồ
ăn đúng rẻ. Menu đồ uống đa dạng. Nhân
viên phục vụ thân thiện. Quán nằm trong
hẻm rộng và có để bảng to ở đầu hẻm nên
rất dễ tìm, chỗ để xe vô tư. Ở phía đối diện
có quán rau câu dừa vs chè thái v.v có thể
order sang ăn chung thoải mái. (The pizza
here is quite unique and different from the
traditional style, so I do not like it much.
The spaghetti with minced beef sauce and
cream sauce was delicious. The food prices
are affordable. The menu offers a variety of
drinks. The staff is friendly. The restaurant
is in a wide alley with a large sign at the
entrance, making it easy to find. It is an
available parking space. Across the street
is a jelly and Thai dessert stall, so you can
easily order from there and enjoy it together.)
Question: Khách hàng đánh giá thế nào
về món mỳ ý?(How do customers review the
spaghetti dish?)
Answer: Mỳ ý sốt bò băm và sốt kem
rất ngon (The spaghetti with minced beef
sauce and cream sauce was delicious)
Sample 2
Review: Mua hôm 3/9 có một vài nhận xét
như sau: màn hình sáng quá yếu phải bật
độ sáng 80% trở lên, cam sau ok, cam trước
sẽ không phù hợp với những người thích
selfie, máy hơi dày và nặng, hình ảnh hiển
thị đẹp.(Bought on September 3rd, there
are a few comments as follows: the screen
brightness is too weak, it needs to be set at
80% brightness or higher, the rear camera is
good, the front camera may not be suitable for
selfie enthusiasts. The device is slightly thick
and heavy, with beautiful display images.)
Question: Chất lượng hình ảnh trên điện
thoại như thế nào? (How is the image quality
on the phone?)
Answer:đẹp (beautiful)

Table 2: Some examples of the machine reading
comprehension task.

were held to reach a consensus.

• Every week, a meeting was conducted
to discuss recorded cases, find solutions,
and update the guidelines if necessary.
Additionally, we randomly sampled 10%
of the pairs created from each batch of
cross-checking by the annotators to as-
sess the quality of the cross-checking pro-
cess. These samples were presented and
discussed during the meeting. Finally,
we randomly divided the ViRe4MRC into
training, validation (val), and test sets,
approximately in an 8:1:1 ratio.

3.2 Annotation Guidelines
This part presents the guidelines for creating
question-answer pairs in ViRe4MRC. These
guidelines are based on the UIT-ViQuAD
(Nguyen et al., 2020a) corpus guidelines. Re-
garding the answer format, the answer must be
a span in the review. The starting and ending
characters of the answer should not be punc-
tuation marks (such as periods, commas, or
question marks) or spaces. In terms of content,
the answer must accurately address the given
question. Additionally, the answer should be
the shortest possible since information extrac-
tion in MRC aims to find the exact answer to
a question within a passage and avoids ambi-
guity. Moreover, having the shortest answer
helps to eliminate redundant information and
reduce the computational resources required
for processing.

Inspired by Nguyen et al. (2020b), we di-
vided question-answer into five reasoning types:
word-matching (WM), paraphrasing (PP),
single-sentence reasoning (SSR), multi-sentence
reasoning (MSR) and ambiguous/insufficient
(AoI). According to ViMMRC (Nguyen et al.,
2020b) and UIT-ViQuAD (Nguyen et al.,
2020a), PP, SSR, and MSR reasoning types
have a higher proportion in the corpus than
WM but lower results. Therefore, these types
of reasoning are considered challenging. We
encourage annotators to create more question-
answer pairs of these types to maintain the
level of challenge and difficulty for the corpus.

In the UIT-ViQuAD corpus (Nguyen et al.,
2020a), the reasoning type of word matching
only accounts for 13.35%, and in the ViMMRC
corpus (Nguyen et al., 2020b), it accounts for



25.85%, but it has the highest accuracy among
all reasoning types. Furthermore, in ViMMRC,
Nguyen et al. (2020b) explained that the words
in the question and the context match, models
can easily provide an accurate answer. This
demonstrates that word matching is an easy
type of reasoning that can achieve high results
without requiring a large amount of training
data. Trischler et al. (2017) also suggests that
WM reasoning is an easy type of reasoning.
Therefore, we do not encourage annotators to
create this reasoning with a high frequency.

3.3 Corpus Statistics
In this section, we present detailed informa-
tion about the ViRe4MRC corpus. We analyze
various aspects, such as the corpus size, the
proportion of question types, types of reason-
ing, and the length of reviews and questions
in the corpus. This analysis helps us configure
experimental settings and support the analysis
of results in the subsequent section.

Our corpus comprises 6,603 question-answer
pairs extracted from 2,174 reviews. Specifi-
cally, there are 3,422 question-answer pairs in
the smartphone domain and 3,181 in the restau-
rant domain. The difference in the number of
question-answer pairs between the two domains
is only 241 pairs (under 10%). This difference
is not significant, which allows the models to
learn without bias toward any specific domain.
The result of each domain is presented in a
Table 5.

Entire Train Val Test
Reviews 2,174 1,739 217 218
Question-answer pairs 6,603 5297 637 669
Max review length 205 205 184 173
Max question length 27 27 25 25
Max answer length 75 65 75 48

Table 3: Corpus statistics.

Table 3 presents an equivalent number of re-
views and question-answer pairs in the valida-
tion and test sets, facilitating a fair evaluation
of the models and ensuring accurate results.
This equivalence enables an objective represen-
tation of the quality of the corpus. Further-
more, the max length of reviews and questions
in the training, validation, and testing sets is
232, 209, and 198, respectively, as the basis
for setting the maximum input length in our

experiments.
Additionally, we assess the question types

in the ViRe4MRC. Approximately 500 sam-
ples from the test set are randomly selected to
estimate the proportion of question types. Sub-
sequently, we manually classify the questions,
including “how”, “what”, “how much/how
many”, “how long”, “which”, “why”, and
“other” allowing for the calculation of the quan-
tity rate for each question type.

Figure 2: Proportion of question types.

Figure 2 illustrates that the HOW ques-
tion type is the most frequent, aligning with
our observations during data creation. We no-
ticed that most reviews provided descriptive
information about specific products or services,
resulting in a higher occurrence of HOW ques-
tions.

In addition to calculating the proportion of
question types, we evaluate the proportion of
different types of reasoning. The categoriza-
tion of the corpus is based on the proportions
observed in 500 manually classified samples.
As depicted in Figure 3, paraphrasing (PP)
represents the highest percentage, followed
by word matching (WM), multisentence rea-
soning (MSR), single-sentence reasoning (SSR),
and ambiguous/insufficient (AoI).

4 Experiments and Results
4.1 Baseline Models
In this paper, we evaluate monolingual lan-
guage models (ViBERT, PhoBERT, and
vELECTRA) and multilingual language mod-
els (mBERT and XLM-R) on the ViRe4MRC
benchmark.

• BERT (Devlin et al., 2019) is a pow-
erful pre-trained model for many Nat-



Figure 3: Proportion of reasoning types.

ural Language Processing (NLP) tasks.
BERT comprises transformer encoder lay-
ers (Vaswani et al., 2017) (12 layers for
BERTBase, 24 layers for BERTLarge) and
is pre-trained on a large corpus (the vocab-
ulary size of mBERT is 30,000 tokens and
number of tokens is 3.3B). In this study,
we use mBERT.

• XLM-R (Conneau et al., 2020): This
model is pre-trained on more than 100
languages (including Vietnamese) with
a larger text corpus size compared to
BERT’s pre-trained multilingual corpus.
For Vietnamese, XLM-R is trained on a
large corpus (over 137GB and a number
of tokens of over 24B).

• ViBERT (Bui et al., 2020): ViBERT is
a BERT model but pre-trained in Viet-
namese. The training data used for ViB-
ERT is approximately 10GB, with a vo-
cabulary size of over 38,000 tokens. The
training process for ViBERT takes longer
than training for vELECTRA.

• PhoBERT (Nguyen and Tuan Nguyen,
2020): PhoBERT is a monolingual pre-
trained model for the Vietnamese lan-
guage. The training data for PhoBERT
comprises approximately 20GB, 3B tokens
and a vocabulary size of 64,000 tokens.
Similar to mBERT, PhoBERT comes in
two versions: Base with 12 layers and
Large with 24 layers.

Models Validation Test
F1(%) EM(%) F1(%) EM(%)

XLM-RLarge 75.27 45.8 78.13 44.25
PhoBERTLarge 72.02 43.17 75.59 42.15
PhoBERTBase 70.35 42.54 71.36 38.71
XLM-RBase 66.76 38.15 67.37 36.92
mBERTBase 58.28 30.46 63.15 33.48
ViBERT 55.73 28.73 54.30 26.76
vELECTRABase 50.93 26.22 54.21 27.06

Table 4: Model result on ViRe4MRC.

• vELECTRA (Bui et al., 2020): ELEC-
TRA and vELECTRA have the same ar-
chitecture; the difference is that ELEC-
TRA is pre-trained in the Vietnamese lan-
guage. vELECTRA is trained on 60GB of
Vietnamese text. The vocabulary size of
the corpus comprises over 32,000 tokens.

4.2 Evaluation Metrics
In this paper, we use two evaluation metrics:
F1 and EM, as proposed by Rajpurkar et al.
(2016) and used in Nguyen et al. (2020a)

4.3 Experimental Settings
In this study, we implemented several pre-
trained models from Hugging Face7, including
mBERT, XLM-R, ViBERT, PhoBERT, and
vELECTRA. For PhoBERT and XLM-R, each
model has two versions: large and base. The
large version has 24 transformer encoder layers,
while the base version has 12. To distinguish
between the versions, we added the “Large” or
“Base” suffix to the model names. We made
certain modifications to the hyperparameters.

Section 3.3 presented the maximum length
of reviews and questions in the training, valida-
tion, and testing sets, which are 232, 209, and
198, respectively. Therefore, we used a maxi-
mum input length of 256. We conducted the
models with the following settings: batch size
= 32, 64; learning rate = 1.00E-04, 5.00E-05;
epoch = 3, 5; Adam optimizer; Cross-Entropy
loss function. We selected these hyperparame-
ters based on our experience.

4.4 Results
Table 4 presents the results of review-based
MRC models. The XLM-RLarge model achieves
the best result with an F1 score of 78.13% and
an EM score of 44.25%. The PhoBERTLarge

7https://huggingface.co/models
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model followed with the F1 score of 75.59% and
an EM score of 42.15%. The lowest-performing
models were vELECTRA and ViBERT.

The XLM-R model achieves the best re-
sult. It undergoes training on large corpora en-
compassing multiple languages, including Viet-
namese. It utilizes techniques to enhance re-
sults for languages with limited resources, such
as Vietnamese. PhoBERT also delivers high
results trained on Vietnamese data.

However, PhoBERT exhibits lower results
than XLM-R, potentially due to the scale of the
training data. Although both models are based
on RoBERTa, XLM-R is trained on a larger
and more diverse corpus, including 137GB of
Vietnamese text, over 24 tokens compared to
20GB of text, 3B tokens of PhoBERT. This ad-
vantage enables XLM-R to handle user-created
content more effectively.

5 Result Analysis

5.1 Result of Question Types
We randomly selected 500 samples from the test
set and categorized them into different question
types based on their distribution, as outlined
in Section 3.3. Subsequently, we assessed the
F1 and EM scores of the XLM-RLarge models.
Figure 4 presents results of question types.

The XLM-RLarge model performed best for
the “how much/many” question type. The
“why” question type yielded the lowest ac-
curacy, despite accounting for 3.8% (ranking
fourth), “why” is higher than that of question
types such as “how many/much”, “how long”,
and “which”. The “how” and “what” ques-
tion types demonstrated significantly higher
accuracy than the “why” questions. Thus, the
“why” question is a difficult type.

5.2 Results of Reasoning Types.
We randomly select and classify 500 samples
from the test set into different reasoning types
based on their proportion, as outlined in Sec-
tion 3.3. Subsequently, we assessed the F1 and
EM scores of the XLM-RoBERTaLarge. Figure
5 shows several conclusions.

Figure 5 shows that the XLM-RLarge model
performs best on the WM type of reasoning.
Difficult reasoning types such as PP, SSR,
MSR, and AoI yield much lower results than
WM. MSR has the lowest result with the EM

metric, and AoI has the lowest F1 score. This
experiment shows that reasoning types like PP,
SSR, and MSR are challenging, while WM is
an easier type of reasoning, as we presented in
Section 3.2.

5.3 Result of Two Domains
We created the corpus in two domains of review
domain: smartphones and restaurants. In this
section, we compare the results of these two
domains of the test set to determine the level of
challenges in each domain. The XLM-RLarge

model achieved the highest results; hence, we
utilized this model for the experiments. The
results are presented in Table 5.

Models Smartphone Restaurant
F1(%) EM(%) F1(%) EM(%)

XLM-RLarge 78.47 44.61 77.75 44.01

Table 5: The result of XLM-RLarge with two do-
mains.

Table 5 illustrates no significant difference
in the results between the two domains. There-
fore, both domains pose similar challenges
due to their linguistic and stylistic similarities.
Based on this experiment, it can be concluded
that the principles outlined in Section 3.2 are
rational, effective, and capable of generalizing
across various customer review domains. Ad-
ditionally, this experiment also demonstrates
that there is no bias towards any specific do-
main, as presented in Section 3.3.

5.4 Error Analysis
In Table 4.4, the XLM-RLare model demon-
strated the highest result. As a result, we ana-
lyzed the errors encountered with this model to
gain a deeper understanding of the ViRe4MRC
corpus. We randomly selected 150 samples for
each model from the test set where the models
were mispredicted (EM=0). We classified the
errors according to the classification system
of Wadhwa et al. (2018). Figure 6 shows the
proportion of different error types.

• Soft correct error: This error can be
addressed by introducing more diverse
and acceptable answers to the questions
without relying on pre-existing answers.
The UIT-ViQuAD (Nguyen et al., 2020a)
utilizes this approach. Additionally, the



Figure 4: The result of XLM-RLarge with question types.

Figure 5: The result of XLM-RLarge with the reasoning types.

soft correct error may be caused by er-
rors in the data creation process or inade-
quate strictness in data creation rules. Re-
analyzing the question-answer pairs pro-
vided by annotators may help identify and
address the underlying issues.

• Incorrect answer boundary
(longer/shorter) error: This er-
ror may arise when the model struggles
to handle sentences containing acronyms,
spelling mistakes, or breaks that do not
follow formal language conventions. Such
difficulties in understanding the language

and determining the boundaries of ideas
within sentences can lead to errors in
predicting answer boundaries.

• Paraphrase error: This error category
encompasses cases where the question
paraphrases specific sections of the lan-
guage being inquired about, making it
challenging to match lexical patterns and
resulting in inaccurate predictions.

• Same entity type error: In the reviews,
multiple answers are scattered across para-
graphs related to the same issue. Selecting
the correct answer for a question becomes



Figure 6: The proportion of reasoning type error.

problematic in such cases. This error oc-
curs because annotators ask questions with
multiple answers located far apart within
the review during the data creation pro-
cess.

6 Conclusion and Future Directions
In conclusion, we successfully created the first
Vietnamese corpus (ViReMRC) for review-
based machine reading comprehension. The
corpus comprises 6,603 question-answer pairs
from 2,174 reviews. Furthermore, we im-
plemented deep learning models, including
mBERT, PhoBERT, XLM-R, vELECTRA,
and ViBERT, and evaluated them with our
corpus. The XLM-RLarge model achieved the
best results, with 44.25% EM and 78.13% F1
on the test set. ViRe4MRC is an exciting and
challenging corpus that contributes to diversi-
fying the data sources for the MRC field and
serves as a benchmark for future research in
the customer reviews domain.

In future work, firstly, we plan to expand the
corpus size by adding more data to the corpus
to enable the machine to learn from a broader
range of questions and answers and address any
data errors that may arise. Secondly, we intend
to collect and develop additional data from
other domains to create an open-domain cor-
pus that can enhance the ability of the model

to handle diverse topics. Thirdly, we explore
further data pre-processing techniques to effec-
tively handle informal data types that often
contain punctuation and spelling errors. Lastly,
we aim to integrate a query step to create a
retriever-reader question-answering (QA) sys-
tem (Van Nguyen et al., 2023) and generative
language models (Tran et al., 2021; Phan et al.,
2022) suitable for real-world applications.
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A Error types
Table 6 presents several examples for error types in Section 5.4.

Error type Review Question True
answer

Predicted
answer

The soft cor-
rect error

. . . đi 2 lần ở quán này ,
gọi 2 thức uống và ráng uống
ké mấy đứa bạn nhưng chưa
lần nào thấy ngon mà phải
nói theo cảm nhận của mình
là quá dở. . . (. . . went to
this restaurant twice, ordered
2 drinks, and tried to drink
with friends but never felt good,
but in my opinion, it was too
bad. . . )

Đánh giá của
khách hàng về
các đồ uống là
gì?(What are
customer reviews
about the drinks?)

dở (bad) quá dở (too
bad)

The incor-
rect answer
boundary
longer error

. . . Đồ ăn thì siêu mắc , ko
tương thích với chất lượng .
Ăn như đấm vào mồm , phục
vụ chậm . . . (. . . Food
is super-expensive, incompat-
ible with quality. Eating like
punch in your mouth, slow ser-
vice . . . )

Các bạn nhân
viên ở đây có tác
phong thế nào?
(How are the staff
here?)

phục vụ
chậm (slow

service)

Ăn như
đấm vào
mồm ,
phục vụ
chậm (Eat-
ing like
punch in
your mouth,
slow ser-
vice)

The incor-
rect answer
boundary
shorter
error

.... Nhất là chụp đêm, màu
trắng lại xinh và hợp với con
gái nữa, bạn gái mình cũng rất
hài lòng. . . (. . . Taking photos
very nice. Especially at night,
the white color is pretty and
suits girls too, my girlfriend is
also very satisfied. . . )

Đánh giá của
người dùng về
chất lượng camera
của sản phẩm là
gì? (What is the
user rating of the
camera quality of
the product?)

Chụp hình
max đẹp.
Nhất là

chụp đêm
(Taking

photos very
nice.

Especially
at night)

Chụp
hình max
đẹp(Taking
photos very
nice)

Paraphrase

. . . Chip snap665 quá ổn để
chiến game + pin trâu. Đồ
phân giải nói là HD+
nhưng ko tệ. . . (. . . The
snap665 chip is too good to
fight games + battery life.
The resolution says it’s HD+
but not bad. . . )

Chất lượng đồ họa
của điện thoại ra
sao? (How is the
graphics quality of
the phone?)

Đồ phân
giải nói là

HD+
nhưng ko

tệ (The
resolution
says it’s

HD+ but
not bad)

Chip
snap665
quá ổn
(The
snap665
chip is too
good)

Same Entity
Type Error

. . . Gía cả rất sinh viên nhé .

. chỉ từ 17k trở lại thôi. . .
(. . . The price is very cheap. .
only from 17k and back. . . )

Giá cả ở quán
ra sao?(How are
the prices at the
restaurant?)

chỉ từ 17k
trở lại

(only from
17k and

back)

rất sinh
viên (very
cheap)

Table 6: Several examples for error types.


