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Abstract

In semantic typology, colexification refers
to words with multiple meanings, ei-
ther related (polysemy) or unrelated (ho-
mophony).  Studies of cross-linguistic
colexification have yielded insights into,
e.g., psychology, historical linguistics
and cognitive science (Xu et al., 2020;
Brochhagen and Boleda, 2022; Schap-
per and Koptjevskaja-Tamm, 2022; Karjus
et al., 2021; Francois, 2022). While NLP
research up until now has mainly focused
on integrating syntactic typology (Naseem
et al., 2012; Tackstrom et al., 2013; Zhang
and Barzilay, 2015; Daiber et al., 2016;
de Lhoneux et al., 2018; Ponti et al., 2019;
Chaudhary et al., 2019; Ustiin et al., 2020;
Oncevay et al., 2020; Yu et al., 2021;
Ansell et al., 2021; Zhao et al., 2021; On-
cevay et al., 2022), we here investigate the
potential of incorporating semantic typol-
ogy, of which colexification is an example.
We propose a framework for construct-
ing a large-scale synset graph and learning
language representations with node em-
bedding algorithms. We demonstrate that
cross-lingual colexification patterns pro-
vide a distinct signal for modelling lan-
guage similarity and predicting typologi-
cal features. Our representations achieve
a 9.97% performance gain in predicting
lexico-semantic typological features and
expectantly contain a weaker syntactic sig-
nal. This study is the first attempt to learn
language representations and model lan-
guage similarities using semantic typology
at a large scale, setting a new direction
for multilingual NLP, especially for low-
resource languages. '
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1 Introduction

Semantic typology studies cross-lingual seman-
tic categorization (Evans et al., 2010). The term
“colexification”, which encompasses both poly-
semy and homophony, was introduced to the field
of semantic typology by Francois (2008). This
study focuses on cross-lingual colexification pat-
terns, where the same lexical form is used in
distinct languages to express multiple concepts.
For instance, bla in Monpa Changprong and afu
in Rikou both express the concepts DUST and
ASH (Rzymski et al., 2020).

Colexification was first used in linguistic ty-
pology to create semantic maps. Haspelmath
(2003) created a semantic map with 12 languages,
and Francois (2008) pointed out that the num-
ber of different senses increases with the number
and variety of languages used. In recent years,
big data, and improved data creation and cura-
tion techniques have led to the development of
datasets like Concepticon (Forkel et al., 2020),
and BabelNet (Navigli and Ponzetto, 2012), which
make large-scale cross-lingual semantic compar-
isons possible. The Cross-Linguistic Colexifi-
cations (CLICS) database was created based on
the Concepticon collection and is being continu-
ously maintained. The current version> CLICS3
includes 4,228 colexification patterns across 3,156
languages. In this paper, we create a synset graph
based on multilingual WordNet (Miller, 1995)
data from BabelNet 5.0, compare it with the con-
cept graph extracted from CLICS?, and explore
the impact of data scope on language representa-
tion learning.

We hypothesize that language representations
learned using semantic typology encapsulate a dis-
tinct language signal, and the data size of colexifi-
cations has an impact on the learned language rep-
resentations and the modelled language similari-

https://clics.clld.org/
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ties. Importantly, we expect that this type of sig-
nal can be used to improve semantically oriented
downstream tasks in NLP. To test this hypothesis,
we propose a framework Colex2Lang (cf. Sec-
tion 3) to learn language representations leverag-
ing semantic typology, conduct typological feature
prediction, and model language similarities. Our
experiments on typological feature prediction fo-
cus on the domain of semantic features, so as to
investigate the extent to which a semantic signal is
encapsulated by our language representations.
Specifically, we make the following contribu-
tions: (i) We generate and evaluate 24 sets of lan-
guage embeddings based on large-scale colexifi-
cation databases, using four advanced node em-
beddings algorithms, i.e., Node2Vec (Grover and
Leskovec, 2016), ProNE (Zhang et al., 2019),
GGVec 3, and GloVe * (Pennington et al., 2014);
(i1) we conduct thorough experiments on typolog-
ical feature prediction to compare colexification-
informed and more general language embeddings
(Malaviya et al., 2017; Ostling and Tiedemann,
2017), which provides a strong benchmark for fur-
ther research; (iii) we demonstrate the usability of
modelling language similarities based on colexifi-
cation patterns, and argue for the potential of util-
ising semantic typology in NLP applications.

2 Related Work

Colexification Cross-linguistic colexifications
were first formalized by Francois (2008) for
the creation of semantic maps. Semantic maps
represent the relation between recurring meaning
expressions in a language graphically (Haspel-
math, 2003). The basic idea underpinning this
method is that language-specific patterns of
colexifications indicate semantic closeness or
relatedness between the meanings that are colex-
ified (Hartmann et al., 2014). When investigated
cross-lingually, colexification patterns can provide
insights in various fields, such as recognizing cog-
nitive principles (Berlin and Kay, 1991; Schapper
et al., 2016; Jackson et al., 2019; Gibson et al.,
2019; Xu et al., 2020; Brochhagen and Boleda,
2022), diachronic semantic shifts in individual
languages (Witkowski and Brown, 1985; Urban,
2011; Karjus et al., 2021; Francois, 2022), and the
evolution of language contact (Heine and Kuteva,

*https://github.com/VHRanger/
nodevectors
*nttps://shorturl.at/myzKR
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2003; Koptjevskaja-Tamm and Liljegren, 2017;
Schapper and Koptjevskaja-Tamm, 2022).
Jackson et al. (2019) investigated cross-lingual
colexifications in the domain of emotions and
found that languages have different associations
between emotional concepts. For example, Per-
sian speakers associate the concept of GRIEF with
REGRET closely whereas Dargwa speakers asso-
ciate it with ANXIETY. The cultural variation and
universal structure shown in the emotion seman-
tics provide interesting insights into NLP. Di Na-
tale et al. (2021) used colexification patterns to
test whether the words linked by colexification
patterns capture similar affective meanings, and
subsequently expanded affective norms lexica to
cover exhaustive word lists when additional data
are available. Inspired by Jackson et al. (2019),
Sun et al. (2021) proposed emotion semantic dis-
tance, measuring how similarly emotions are lexi-
calized across languages, to improve cross-lingual
transfer learning performance on sentiment analy-
sis. Bao et al. (2021) show that there exists no uni-
versal colexification pattern by analyzing colexifi-
cations from BabelNet, Open Multilingual Word-
Net (Bond and Foster, 2013), and CLICS?.
Closely related to our work, Harvill et al. (2022)
constructed a synset graph from BabelNet to im-
prove performance on the task of lexical semantic
similarity. Instead of modelling only word sim-
ilarity using colexification patterns, we strive to
model language similarity in this study and show
that the language embeddings learned on colexi-
fication patterns capture a unique semantic signal
compared to language embeddings encapsulating
syntactical signals. Moreover, we experiment with
different node embedding algorithms and compare
three colexification datasets. The framework pro-
vides a strong benchmark for further investigating
how semantic typological aspects of language em-
beddings can be leveraged in broader applications,
especially for low-resource multilingual NLP.

Node Embeddings Node embeddings can be
broadly classified into three different categories
namely (i) matrix factorization-based models, (ii)
random walk-based models, and (iii) deep neural
network-based models, as discussed in (Cui et al.,
2018).

In matrix factorization-based models, an adja-
cency matrix is used to denote the topology of a
network. Matrix factorization techniques, such as
Singular Value Decomposition (SVD) and Non-
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negative Matrix Factorization (NMF), can be ap-
plied to address this problem. GraRep (Cao et al.,
2015) considers k-hop neighbourhoods utilizing
SVD of the adjacency matrix. This model of-
ten only captures small-order proximity and has
a significant computational complexity for large
graphs. The asymmetric transitivity is preserved
by the HOPE (Ou et al., 2016) model as it converts
the problem to a generalised SVD problem reduc-
ing the complexity. ProNE (Zhang et al., 2019)
introduces a sparse matrix factorization to achieve
initial node representations efficiently.

Random walks are used to maintain local neigh-
bourhoods of nodes and their attributes (New-
man, 2005), by increasing the likelihood of a
node’s neighbourhood given its embedding us-
ing the Skip-gram model (Mikolov et al., 2013).
The objective behind these models is to opti-
mize via stochastic gradient descent on a single-
layer neural network, resulting in decreased com-
puting complexity.

DeepWalk (Perozzi et al., 2014) randomly
chooses a node and proceeds to walk to each
neighbouring node until it reaches its maximum
length (or some random length). LINE (Tang
et al., 2015) aims to embed nearby vertices that
either have linkages between them (optimizing
for first-order proximity) or have a shared 1-
hop neighbourhood (optimizing for second-order
proximity). Node2vec (Grover and Leskovec,
2016) proposes a second-order random walk ap-
proach to sample the neighbourhood nodes with
biasing parameters of Breadth First Search (BFS)
and Depth First Search (DFS). A meta-strategy for
graph embedding under recurrent construction of
nodes and edges into condensed graphs with the
same global structure is proposed by HARP (Chen
et al., 2018). These graphs serve as source ini-
tializations for the detailed graphs that are em-
bedded, producing appropriate node and edge em-
beddings as a consequence. Metapath2vec (Dong
et al., 2017) is an extension of DeepWalk that for-
malizes meta-path-based random walks to build a
node’s neighbourhood, then uses a heterogeneous
skip-gram model.

GGVec algorithm directly minimizes distances
between the related nodes and is designed for
large networks. It uses negative sampling fol-
lowed by minimization loss to learn the node em-
beddings based on the minimal dot product of
edge weights. Another node embedding model
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follows the word embedding model GloVe (Pen-
nington et al., 2014) which is based on word co-
occurrences and is beneficial for sparse matrices.
The graph is represented by an adjacency matrix
and the co-occurrence matrix is calculated using
the frequency of node co-occurrences in the graph
instead of word co-occurrences.

Typological Feature Prediction Linguistic ty-
pologists analyse languages in terms of their struc-
tural properties (Croft, 2002). As document-
ing and categorising such cross-lingual variation
across the languages in the world is one of the
core activities in typology, one of the outcomes
of research in linguistic typology is large typo-
logical databases (e.g. the World Atlas of Lan-
guage Structures (WALS, Dryer and Haspelmath
(2013)). While such variation can be found across
the spectrum of languages, the earliest work in
the field largely focused on morphosyntactic prop-
erties (e.g. Greenberg (1957)), concretely look-
ing at minimally meaning-bearing elements (mor-
phemes), combinations thereof, and patterns of
their use. For instance, well-documented fea-
tures include word ordering (e.g. English is SVO,
Japanese is SOV) and affixation (German uses
case suffixes, Berber uses case prefixes).

Prediction of such features has gained interest in
recent years (Malaviya et al., 2017; Bjerva et al.,
2019a, 2020; Bjerva and Augenstein, 2021), and
it has been shown that embeddings trained solely
from tasks such as machine translation (Malaviya
et al., 2017) or language modelling (Ostling and
Tiedemann, 2017) can encapsulate such features.
Further analysis has shown that the nature of the
underlying data used to generate language em-
beddings can have a significant impact on what
features are encapsulated (Bjerva and Augenstein,
2018a,b; Bjerva et al., 2019b), and even that
such representations contain typological general-
isations (Ostling and Kurfali, 2023). Previous
work is limited in that it almost exclusively re-
lates to morphosyntactic typological features. In
this work, we aim to present initial evidence that a
lexico-semantic signal can be better learned from
a lexico-semantic data source.

3 Colex2Lang

To better understand and leverage semantic ty-
pological features in NLP, we propose a frame-
work — Colex2Lang (Fig.1) — to model lan-
guage representations based on a synset graph,
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Figure 1: Framework for Colex2Lang. The numbers in the Venn diagrams denote the number of lan-

guages.

created from large-scale databases, and evaluate
and analyse the language representations. The
framework Colex2Lang is composed of the fol-
lowing steps:

Building the Synset/Concept Graph

We use WordNet synsets, extracted from Babel-
Net 5.0, to create a synset graph. The construc-
tion of a synset graph is formalized in Harvill et al.
(2022) (see details in Appendix A). In BabelNet,
every synset is either a concept or a named entity
or has no type. The dataset with only concepts and
with all types of synsets from WordNet are cre-
ated, denoted as “WordNet Concept” and “Word-
Net” respectively. In analogy, CLICS? provides a
graph of concepts, from which we extracted the
colexification patterns for all the languages hav-
ing an ISO 639-2 code 5 denoted as CLICS. In
this study, we use “concept” and “synset” inter-
changeably. The statistics of the curated datasets
are shown in Table 1.

Creating Synset and Language Embeddings
To capture the semantic associations among
synsets, given the synset/concept graph G, we
train synset embeddings using four node embed-
ding algorithms and compare them: Node2Vec,
ProNE, GGVec and GloVe. Given the learned

‘https://shorturl.at/hBCFO
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synset embeddings, we obtain the colexification
embeddings W, by concatenating or summing the
synset embeddings Wj; thereafter, the language
embeddings W, are created by summing, averag-
ing or max-pooling the consisting colexification
embeddings W,. For example, if the synset em-
beddings are trained with ProNE, and are con-
catenated to compose colexification embeddings,
which in turn are max-pooled to obtain language
embeddings, we denote the language embeddings

as Wprone,concat-i-maz .

Evaluation To obtain insights into the learned
language embeddings based on the colexification
patterns, such as which aspect of language these
language embeddings capture and to what extent
they can assist in improving NLP tasks, we con-
duct typological feature prediction and analyse the
results in depth. Furthermore, the language em-
beddings are used to model language similarities,
to demonstrate the potential of applications in con-
tributing to cross-lingual transfer learning.

4 Experiments

Datasets To better understand the impact of
data scope on the NLP task performance, we cu-
rate three different datasets, i.e., WordNet, Word-
Net Concept, and CLICS, as described in Sec-
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Dataset #(C,X,L) Colexifications (C) Lexicalizations (X) Synsets/ Concepts #Language (L) (Pair)
WordNet 6,199,897 2,525,591 974,346 105,827 519 (134421)
WordNet Concept 6,075,413 2,486,485 920,031 99,817 519 (134421)
CLICS 68,560 4,228 53,259 1,647 1609 (332783)
Table 1: Statistics of Colexification Datasets
Lexicon Complex Sentences | Nominal Categories | Simple Clauses | 10 Feature Areas
MWALS #language | iy 4D | 4F l:w 4D | #F #L 4§D #F p#V 4D | #F #V  #D
CLICS 737 13 4 937 4 86 29 5 145 26 4 142 | 188 9 288
WordNet (Concept) 330 13 2 587 4 56 29 5 92 26 4 89 185 8 166
Malaviya et al. (2017) 624 13 4 92 | 7 4 63 29 5 112 26 4 117 | 190 9 238
Ostling and Tiedemann | 597 13 4 8 |7 4 60 29 5 103 26 4 109 | 190 9 219
(2017)

Table 2: Statistics of Typology Feature Prediction Datasets. Under each feature area and in all ten feature
areas, #F represents the total number of features, #V represents the average number of feature values, #D

represents the average number of data samples.

tion 3. As shown in Table 1, there are far more
(unique) colexification patterns in fewer languages
in WordNet-based datasets compared to CLICS,
i.e., 6 Mio colexifications with more than 2 Mio
unique colexification patterns constructed from
105K synsets in 330 languages, and 68K colex-
ifications with 4K unique colexification patterns
from 1,647 concepts across 1609 languages, re-
spectively. The synset embeddings are trained
separately on the three datasets with four differ-
ent node embeddings algorithms, and the language
embeddings are composed accordingly, as de-
scribed in Section 3. Eventually, for each dataset,
there are 24 sets of colexification-informed lan-
guage embeddings ©.

We hypothesize that (i) the colexification-
informed language embeddings capture a unique
language aspect and (ii) the language embeddings
learned on large-scale WordNet datasets present
stronger semantic typological signals than the
ones trained on CLICS. To test this, we rely on
WALS v2020.3 7, the most used and comprehen-
sive database for typology feature prediction, con-
sisting of 2,662 languages. For our experiment, we
extract language data from WALS by ISO 639-2
codes, resulting in a dataset of a total of 2,371 lan-
guages, 192 typological features across ten feature
areas, i.e., phonology, morphology, lexicon, com-
plex sentences, nominal categories, nominal syn-
tax, simple clauses, verbal categories, word order,
and other. To test hypothesis (i), the language em-
beddings from Malaviya et al. (2017) and Ostling

%The learned language embeddings are made publicly ac-
cessible in our GitHub repository https://shorturl.
at/zFISY.
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and Tiedemann (2017) are used, which are tested
for superior performance in typological feature
prediction in syntax, phonology and genealogi-
cal features, respectively. Specifically, to test hy-
pothesis (ii), we analyse the CLICS and WordNet-
based language embeddings’ performance on the
typology feature prediction and their ability to rep-
resent the language similarity compared to typo-
logical features (cf. Section 5).

Subsequently, four datasets are created for ty-
pology feature prediction by the common set of
languages, i.e., CLICS N WALS, WordNet (Con-
cept) N WALS, Malaviya et al. (2017) N WALS,
and Ostling and Tiedemann (2017) N WALS. The
statistics of the intersecting languages with WALS
and selecting typological feature areas are shown
in Table 2.

Experimental Setup We conduct the typology
feature prediction experiments using a simple
classifier consisting of a one-layer feedforward
neural network with a dropout of 50%, and a soft-
max layer. For each feature, a multi-class classifier
is trained maximally for 100 epochs. The cross-
entropy loss is used to evaluate at the end of each
epoch. To ensure a fair comparison, for all three
datasets, as shown in Table 2, a common set of
test data across the data sets is created, consisting
of 74 languages. Then for each dataset, the rest of
the data is split into train and dev sets. The num-
ber of data samples is very limited for each feature,
as indicated in Table 2. Ten-fold cross-validation
on the train-dev splits is therefore implemented to
promote the performance.

To assess whether learned language embed-
dings capture extra semantic information, we im-
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plement a baseline classifier with a majority vote,
and a model with the same one-layer feedforward
neural network structure but with an embedding
layer initialized with random distribution.

S Analyses and Results

Comparing Language Embeddings As indi-
cated in Table 2, each feature area has an uneven
distribution of features, feature labels and data
samples. Hence, the macro F1 score is used to
record test results for each feature, and for each
feature area, the results of all the included fea-
tures are averaged. For colexification-informed
language embeddings, we present the results of the
models with the median and best averaged macro
F1-scores for each selecting feature area and the
averaged results of all the feature areas.

As shown in Table 3, the baseline and the
model with randomly initialized embeddings
perform on par across the datasets, whereas
all the colexification-informed language embed-
dings beat the baseline for each feature area
and also on average across feature areas, and
present the most performance gain in the lexi-
con area, i.e., 9.91 and 9.97 with WordNet Con-
cept (bCSt) (ngove,concat+avg) and CLICS (bCSt)
(Worone_concat+maz), Tespectively. In contrast,
the language embeddings from Malaviya et al.
(2017) perform the worst for the lexicon features,
while having the most performance gain in syn-
tactic feature areas. While the language embed-
dings from Ostling and Tiedemann (2017) per-
form better in lexicon feature areas compared
to Malaviya et al. (2017), both best performing
colexification-informed language embeddings still
have two percent more performance gains. These
results not only corroborate our hypothesis that
the colexification-informed language embeddings
capture a unique aspect, especially in semantic ty-
pological features, but also indicate that in general,
leveraging semantic typology information could
boost the performance of downstream tasks.

Capturing Lexicon Typological Features To
better understand how the colexification-informed
language embeddings better capture semantic ty-
pological information, we analyze the perfor-
mance of lexicon feature prediction with several
representative examples, as visualized in Figure 2.

The left side of Figure 2 presents the perfor-
mance of CLICS (best) model and the correspond-
ing Random model in predicting each feature (e.g.,
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Number of Basic Colour Categories), the colour
of the circle represents the feature values (e.g., 6-
6.5 and 11), and the size of the circles indicates
its proportion of the data samples for the regard-
ing values in the train data (e.g., there are more
data samples for the feature value “11” than “6-
6.5”). Overall, CLICS outperforms Random in al-
most each feature value across lexicon features.
In comparison, CLICS excels at the uneven dis-
tribution of train data samples. For instance, for
features “Number of Non-Derived Basic Colour
Categories” and “Number of Basic Colour Cate-
gories”, the feature values “4.5” and “11” have
fewer samples compared to their counterparts,
while Random cannot detect them, CLICS ob-
tained 50% and 80% performance.

Similar results are shown for the Wordnet-based
models and their corresponding Random model,
as shown on the right side of Figure 2. For the fea-
ture “Number of Basic Colour Categories”, both
WordNet and WordNet Concept models achieve
the perfect score compared to the Random coun-
terpart, which is not able to identify the minority
class at all. Whereas, WordNet Concept outper-
forms WordNet for the feature “Number of Non-
Derived Basic Colour Categories”, WordNet Con-
cept has a 100% macro Fl-score with WordNet
and Random failing to identify the minority class.

These results demonstrate that the models
trained with colexification-informed language em-
beddings have learned to better capture the seman-
tic typology information compared to randomly
initialized embeddings. The language embeddings
could be further fine-tuned and applied to assist
other NLP applications.

Language Similarities Having attested that
the colexification-informed language embeddings
capture the semantic typological aspects of lan-
guages, we investigate how well the language sim-
ilarities represented by the semantic typology fea-
tures and the language embeddings correlate.

To represent languages by lexicon features, we
generate a vector for each language by encoding
a 13-dimensional vector with the feature values
padded with -1, if the feature value is absent. The
cosine similarities among the vectors are calcu-
lated. Similarly, the cosine similarities are cal-
culated for the language embeddings. The Pear-
son correlation coefficient and p-value ® for test-
ing non-correlation are calculated between the lan-

$https://shorturl.at/rDO89
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Model ‘ Lexicon Complex Sentences Nominal Categories Simple Clauses H Average (All Features)
CLICS N WALS

Baseline 39.85 21.89 21.94 26.73 29.82
Random 37.88 (-1.97)  23.16 (+1.27) 21.06 (-0.88) 27.14 (+0.41) 29.97 (+0.15)
CLICS (Median) 41.88 (+2.03)  27.73 (+5.84) 26.11 (+4.17) 29.71 (+2.98) 30.45 (+0.63)
CLICS (Best) 49.76 (+9.91)  29.32 (+7.43) 27.33 (+5.39) 2791 (+1.18) 34.96 (+5.14)
WordNet N1 WALS

Baseline 37.87 19.26 24.12 37.67 33.06
Random 38.54 (+0.67)  19.26 22.42 (-1.70) 34.99 (-2.68) 32.95 (-0.11)
WordNet (Median) 36.59 (-1.28)  23.89 (+4.63) 28.05 (+3.93) 37.12 (-0.56) 34.17 (+1.11)
WordNet Concept (Median) | 39.09 (+1.23) 25.43 (+6.17) 27.73 (+3.61) 37.63 (-0.04) 34.94 (+1.88)
WordNet (Best) 47.07 (+9.20)  26.17 (+6.91) 32.56 (+8.44) 40.23 (+2.56) 37.11 (+4.05)
WordNet Concept (Best) 47.84 (+9.97)  26.52 (+7.26) 34.53 (+10.11) 38.96 (+1.29) 39.91 (+6.85)
Malaviya et al. (2017) N WALS

Baseline 34.83 18.94 21.98 32.76 31.00
Random 34.83 19.68 (+0.74) 21.21 (-0.77) 33.69 (+0.93) 30.94 (-0.06)
MTCELL 34.43 (-0.4) 0.2549 (+6.55) 34.74 (+12.76) 42.79 (10.03) 35.14 (+4.15)
MTVEC 21.85(-12.98) 23.55(+4.61) 25.03 (+3.05) 36.21 (+3.45) 34.49 (+3.49)
MTBOTH 31.29 (-3.54)  29.83 (+10.89) 31.66 (+9.68) 39.37 (+6.61) 38.21 (+7.22)
Ostling and Tiedemann (2017) N WALS

Baseline 35.01 18.99 20.39 34.44 31.07
Random 35.01 18.99 21.62(+1.23) 34.57 (+0.13) 30.88 (-0.19)
L1 35.17 (+0.16)  26.94 (+7.95) 25.32 (+4.93) 37.78 (+3.34) 31.26 (+0.20)
L2 42.64 (+7.63) 17.14 (-1.85) 26.78 (+6.39) 36.02 (+1.58) 31.80 (+0.73)
L3 34.68 (-0.33) 2290 (+3.91) 23.99 (+3.60) 35.59 (+1.15) 33.51 (+2.45)

Table 3: Test Results of Typological Feature Prediction. Results are in macro-fl scores, numbers in
brackets are the performance gains compared to the corresponding baseline, bold numbers indicate the
highest performance gain compared to the corresponding baseline model, and the underlined results
indicate the model with the highest performance gain per feature.
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Figure 2: Performance of Predicting Lexicon Typological Features. The test results are in macro F1-
scores, the colour of the circle represents the feature values, and the size of the circles indicates the size
of the data samples for the regarding values in the train data.

Language Embeddings #Language (Pair) Correlation Coefficient (P-value) || #Language (Pair) Correlation Coefficient (P-value)
CLICS 343 (58653) - 0.049 (4.436e-33%) 8 (28) - 0.0876 (0.6575)
WordNet 216 (23220) 0.1469 (3.525e-112%*) 8 (28) 0.7679 (1.838e-06*)

WordNet Concept 216 (23220) 0.1274 (1.339e-84%*) 8 (28) 0.8515 (9.210e-09%)

Table 4: Correlation between Language Similarities represented by Lexicon Typological Features and
Colexification-informed Language Embeddings. * indicates that the correlation is statically significant,
the numbers in bold indicate the highest correlation coefficients.

guage similarities represented by lexicon typology
features and language embeddings. We present
the results for the three best-performing language
embeddings with both whole language sets inter-
sected with WALS and a case study on a set of
Nordic and Baltic languages, as shown in Table 4.

When tested with large sets of language pairs,
i.e., 58,653 and 23,220 in CLICS and WordNet-

based, respectively, all three correlations are sta-
tistically significant, and WordNet-based language
embeddings present stronger positive correlations
with lexicon typological features in representing
language similarities. This verifies our hypothe-
sis that the language embeddings learned on large-
scale WordNet datasets present stronger semantic
typological signals than the one trained on CLICS.
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Figure 4: Language similarities represented by ap-
plying PCA on WordNet language embeddings.

The information density of the language embed-
dings increases with the number of incorporated
synsets and colexification patterns.

A set of Nordic and Baltic languages are se-
lected to compare further the represented language
similarities. Both WordNet-based language em-
beddings present strong positive correlations, i.e.,
0.7679 and 0.8515, respectively, and the correla-
tions are statistically significant, as shown on the
right side of Table 4. To further analyse the re-
sults, the heatmap is used to visualize the language
similarities represented by lexicon features and
WordNet-based language embeddings, as shown
in Figure 3. The most distinctive difference is that
Finnish is highly similar in terms of lexicon fea-
tures compared to other languages but relatively
dissimilar in terms of WordNet-based language
embeddings. In this context, the WordNet-based
embeddings arguably present a more realistic im-
age of language similarities semantically.

We differentiated the WordNet Concept from
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WordNet dataset, assuming that a dataset with
only concepts would avoid data noises and ren-
der language embeddings able to better capture the
semantic associations between languages. How-
ever, the analysed results do not corroborate the
assumption. On the contrary, the language embed-
dings learned on all the WordNet synsets present a
stronger correlation (+0.02) with lexicon typolog-
ical features.

To further investigate language similarities, we
apply PCA to the WordNet-based language em-
beddings (Figure 4). We can observe that, e.g.,
Scandinavian languages are clustered together, as
expected. Another observation is that Finnish is
relatively close to this cluster, owing to a relatively
high amount of overlapping colexification patterns
from language contact with Swedish, as compared
to Estonian which is placed closer to one of its
contact languages, Lithuanian.

6 Conclusion and Future Work

In this study, we have proposed a frame-
work Colex2Lang to leverage colexifications
to learn language representations and explored
the potential of using semantic typology in NLP.
A large-scale synset graph is constructed using
WordNet source from Babelnet, and three datasets
of colexification are processed including CLICS.
Subsequently, within each dataset, 24 language
embeddings variants are learned, and further eval-
vated and analysed by typology feature predic-
tion and modelling language similarity. We have
demonstrated, at a large scale, that colexification-
informed language embeddings capture a distinc-
tive aspect of languages in terms of semantic ty-
pology, and the data scope of the curated synsets



affects the performance of applying language em-
beddings. Furthermore, the analysis of represent-
ing language similarities by using learned lan-
guage embeddings illustrates a realistic approach.

A large body of research has demonstrated the
use of syntactic, genealogical and geographical in-
formation from linguistic typology to learn lan-
guage representations, model language similari-
ties, and further improve transfer learning perfor-
mance in downstream tasks in NLP. Our work is
the first attempt to learn language representations
and model language similarity by leveraging se-
mantic typology. The framework provides a strong
benchmark for further research in this direction.

For future work, the benefits of applying
colexification-informed language embeddings will
be extensively explored. Multilingual semantic
parsing is a clear candidate, where a cross-lingual
signal based on colexifications may prove useful.
The language similarities represented by colexi-
fications could further inspire multilingual trans-
fer learning, as in leveraging high-resource lan-
guages with dedicated lexical data to improve
performance in semantically similar low-resource
languages.
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A Construction of Colexification Graph

We adopt the algorithm presented in Harvill et al.
(2022) to construct a large-scale synset graph from
WordNet synsets for our study (cf. Section 3). The
difference in our approach lies in the addition of
G at line 3 and line 9, as shown in Algorithm 1.
(s affords the constructions of colexification em-
beddings and language embeddings after obtain-
ing synset embeddings trained on G with node em-
beddings algorithms (cf. Section 3).

Algorithm 1 Construction of Colexification
Graph: Given a set of languages L and corre-
sponding vocabularies V, create graph edges be-
tween all colexified synset pairs (nodes), consist-
ing of the set of tuples of lemmas and their lan-
guage.

1: function CONSTRUCTGRAPH(L,V)

2: CSP « {} > Colexified Synset Pairs
3: G, < graph

4: for [ € L do

5: forx € V; do

6: if | S| > 2 then

7: for {s1,52} € (52“”) do

8: CSP(—CSPU{Si,Sj}
9: Gs(s1,82) « {x,l}

10: end for

11: end if

12: end for

13: end for

14: G < graph

15: for s1,s0 € CSP do

16: G(Sl,SQ) —1

17: end for

18: return GG

19: return G
20: end function
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