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Abstract

We train and evaluate Norwegian sentence
embedding models using the contrastive
learning methodology SimCSE. We start
from pre-trained Norwegian encoder mod-
els and train both unsupervised and super-
vised models. The models are evaluated
on a machine-translated version of seman-
tic textual similarity datasets, as well as bi-
nary classification tasks. We show that we
can train good Norwegian sentence em-
bedding models, that clearly outperform
the pre-trained encoder models, as well as
the multilingual mBERT, on the task of
sentence similarity.

1 Introduction

Recently there have been a huge increase in the
capabilities of natural language processing sys-
tems. The new dominant paradigm is using large
language models such as BERT (Devlin et al.,
2019) or GPT (Radford et al., 2018) as a start-
ing model which one adapts to any given task one
wishes to solve. There exists several different ver-
sions of BERT-type encoder models in Norwegian
(Kummervold et al., 2021), (Kutuzov et al., 2021),
(Pyysalo et al., 2021). It is well-known that BERT-
type models that give contextual words embed-
dings do not give particularly good sentence em-
beddings (Reimers and Gurevych, 2019). For this
reason we train and evaluate Norwegian sentence
embedding models, using the pre-trained encoder
models as starting points.

We train models using the state of the art Sim-
CSE methodology, similarly to the original paper
(Gao et al., 2021). Like them, we train both un-
supervised and supervised models. We start with
a pretrained bidirectional language encoder model
such as BERT or RoBERTa (Liu et al., 2019). For
the unsupervised version we sample texts from the
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Norwegian Colossal Corpus (NCC) dataset (Kum-
mervold et al., 2022). We then pass them through
the model using two different dropout masks and
predict contrastively which pairs within a batch
represent the same text. For the supervised ver-
sion, we train on a machine-translated version of
natural language inference (NLI) data, where we
use sentences related by “entailment” as positive
sentences, and sentences labeled as contradiction
as hard negative sentences. We train on both
the Norwegian dataset, and a combined dataset of
both Norwegian and English NLI data, and show
that the latter gives better results for sentence rep-
resentations in Norwegian. We evaluate our mod-
els on a machine translated version of semantic
textual similarities (STS) datasets, as well as on
the sequence classification problems in Norwe-
gian “Talk of Norway” and the binary classifica-
tion version of the NoReC review dataset (Velldal
et al., 2018).
Our main contributions are:

1. We train and evaluate Norwegian unsuper-
vised and supervised sentence embedding
models.

We demonstrate a new way to compare the
various existing Norwegian language models
by measuring their performance after training
them to make sentence embeddings.

. We show that our sentence encoders some-
times get better performance than the base
encoder on classification . In particular, we
obtain new state of the art results on the clas-
sification problem ~Talk of Norway”.

. Through our experiments we illustrate the
usefulness of machine translated datasets for
training and evaluating Norwegian language
models. In particular, we show that super-
vised training on machine translated data out-
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performs unsupervised training on Norwe-
gian data.

2 Related work

The fundamental technique we build on is that of
training large transformer models (Vaswani et al.,
2017). In particular, we utilize the large en-
coder models Bidirectional Encoder Representa-
tions from Transformers (BERT) and Robustly
Optimized BERT (RoBERTa) by using them as
pre-trained starting points.

Our work builds upon existing language mod-
els trained in Norwegian. The National Library of
Norway has trained BERT models in Norwegian
(Kummervold et al., 2021), which we call NB-
BERT, which exists in both base and large size.
Also, the language technology group at the Uni-
versity of Oslo has trained their version of a BERT
for Norwegian called NorBERT (Kutuzov et al.,
2021). There is also a WikiBERT model trained on
Norwegian Wikipedia (Pyysalo et al., 2021). We
also test the multilingual version of BERT (Devlin
et al., 2019), which is trained in Norwegian and
many other languages.

Our work uses existing methodology for mak-
ing sentence embedding models. The first paper
to improve BERT to make better sentence repre-
sentations by training it for that purpose, was the
Sentence-BERT paper (Reimers and Gurevych,
2019), which trained sentence embedding mod-
els by using siamese networks. We build upon
the newer Simple Contrastive learning of Sentence
Embeddings (SimCSE) methodology (Gao et al.,
2021), which uses a contrastive training objective
to create sentence embeddings from a pre-trained
encoder. The idea behind both of these works is
that of finding a training procedure that better ex-
tracts the knowledge about sentences that already
exists in the pre-trained encoder model.

Most existing work in the literature on mak-
ing sentence embeddings are either in English or
uses multilingual models. Examples of the latter
are mBERT and several other approaches such as
(Feng et al., 2022), (Goswami et al., 2021) and
(Reimers and Gurevych, 2020).

3 Data

For the unsupervised models, we sample data from
the Norwegian Colossal Corpus (NCC) (Kummer-
vold et al., 2022). This is a dataset of different
smaller Norwegian text corpuses that has been col-
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Sentence: Deltakerne mente at hvis inter-
essenter var serigse om a forbedre finansrap-
porteringsmodellen, ville en gruppe bli op-
prettet og finansiert spesielt for dette formalet.
[Translation: Participants believed that if
stakeholders were serious about improving
the financial reporting model, a group would
be created and funded specifically for this pur-
pose.]

Positive: Deltakerne forventer at serigse in-
teressenter vil danne en gruppe for a forbedre
finansrapporteringsmodellen.

[Translation: The participants expect that seri-
ous stakeholders will form a group to improve
the financial reporting model. ]

Negative: A group was created to improve the
financial reporting model.

Figure 1: An example of a triplet of sentences
of mixed language in the Norwegian/English NLI
dataset.

lected into one corpus by the National Library of
Norway to train language models. This is primar-
ily a Norwegian corpus, although there are some
amounts of other languages present. The dataset
description estimates that 87% of documents are
in Norwegian, with about 6-7 % of documents in
English and the rest in other European languages
(mostly other Nordic languages). We sample 1
million texts from the dataset for training unsu-
pervised. Some are longer than one sentence, but
all are truncated to max 32 tokens before training,
thus they are all approximately sentence length.
For supervised training we train with data col-
lected for the task of natural language inference
(NLI). This task is that of taking a pair of sen-
tences and predicting the relationship between
them as either entailment”, “neutral” or ’contra-
diction”. The authors of the SimCSE paper use
NLI data to create triples of a sentence with one
positive and one hard negative and show that this
data work well for training sentence models us-
ing contrastive learning, thus we follow this prac-
tice. We use a dataset that has been curated for
training in Norwegian by the National Library of
Norway.! The original data is based on the En-
glish datasets the Stanford Natural Language In-

Thttps://huggingface.co/datasets/NbAiLab/mnli-
norwegian



Sentence 1: en mann skjerer opp en agurk .
[Translation: a man cuts open a cucumber .]
Sentence 2: en mann skjerer en agurk .
[Translation: a man cuts a cucumber .]
Similarity: 4.2

Sentence 1: en mann spiller harpe .
[Translation: a man plays the harp .]
Sentence 2: en mann spiller et keyboard .
[Translation: a man plays a keyboard .]
Similarity: 1.5

Figure 2: Examples from the translated STS-
Benchmark dataset. Similarity ratings are from O-
5.

ference (SNLI) Corpus (Bowman et al., 2015) and
Multi-Genre Natural Language Inference (MNLI)
dataset (Williams et al., 2018). The Norwegian
data is machine translated from the MNLI dataset
and has about 128 thousand triples. There is
also a combined Norwegian and English version
of the dataset made by taking a combination of
the translated Norwegian MNLI data and English
MNLI and SNLI data.> Also included are ex-
tra combined Norwegian/English sentence triples:
For each of the translated triples there is a joint
Norwegian/English triple consisting of one or two
sentences in each of English and Norwegian, see
Figure 1 for an example. The English/Norwegian
dataset contains about 531 thousand triples of sen-
tences.

For evaluation we also machine translate the
standard English datasets for semantic textual sim-
ilarity STS12-16 (Agirre et al., 2012), (Agirre
et al., 2013), (Agirre et al., 2014), (Agirre et al.,
2015), (Agirre et al., 2016), STSBenchmark (Cer
et al., 2017), and SICK relatedness (Marelli et al.,
2014). The task is predicting how similar a pair of
sentences are to each other on a scale of 0-5. We
use these datasets only for validation and testing
and never for training. In fig. 2 we see two exam-
ples from the translated STS Benchmark dataset.

The usage of translated datasets is a weak-
ness compared to having original data in Norwe-
gian. This project can also be viewed as an ex-
ploration of what performance it is possible to get

>The same English data that was used to train
English SimCSE: https://huggingface.co/datasets/princeton-
nlp/datasets-for-simcse
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from auto-translated English datasets: To the de-
gree they are shown to be useful, one will have
much more data one could potentially work with
in Norwegian language processing. We note that
for sentence similiarity, a similar exploration of
translated data has been done for Swedish in (Is-
bister and Sahlgren, 2020). They conclude that
they do not recommend the usage of automati-
cally translated STS datasets for fine-tuning, but
that it should probably have limited negative con-
sequences for comparing models. We partly fol-
low their recommendation: We only use trans-
lated STS data for valdiation and evaluation, but
we do perform supervised training on translated
NLI data.

4 Experiments

Our experiments follow the implementations in
the SimCSE paper closely. We start with a pre-
trained encoder model that is either BERT or
RoBERTa.

For unsupervised training we sample one mil-
lion texts from the NCC dataset. We then pass
each text through the model using two different
dropout masks to obtain two different text repre-
sentations s; and sj for each text. Here dropout
functions as a form of continuous augmentation of
embeddings. Then we contrastively predict which
pairs of texts within a batch are the same using
cross-entropy loss on the cosine similarity scores.
In other words, the loss for text ¢ is given by

6sim(si,sj')/T

loss; = —log Zb esim(sl-,sf)/T7

J=1

where sim is cosine similarity and 7 is a tempera-
ture hyperparameter which we simply set to 0.05,
which is the outcome of optimization done in the
SimCSE paper.

For training unsupervised models, the models
we start from are given by their names on hug-
gingface as

* bert-base-cased [english model]

* roberta-base [english model]

* bert-base-multilingual-cased

» TurkuNLP/wikibert-base-no-cased
* Itgoslo/norbert2

¢ NbAiLab/nb-bert-base



Model Avg. STS
BERT 34.29
RoBERTa 25.56
mBERT 48.34
WikiBERT 42.21
NorBERT 54.42
NB-BERT-base | 50.41
NB-BERT-large | 49.90

Table 1: Average performance of models before
training using average of the last layer on Norwe-
gian STS.

* NbAiLab/nb-bert-large

The english models are included as a sanity
check: Since we are using automatically trans-
lated datasets to choose the best models, we want
to compare their performance with some models
that are expected to perform worse than Norwe-
gian models. For the same reason we also test on
the English STS datasets.

We train the supervised models using NLI data
where each sentence has one paired sentenced la-
beled as entailment, which is regarded as a pos-
itive sample, and one sentence labeled with con-
tradiction, which is considered a negative sample.
We thus obtain three different sentence representa-
tions s;, sj, s; . As in the SIimCSE paper, we train
contrastively trying to predict the positive pairs,
and add the negative sentence representation s; to
the loss function as follows:

esim(si 7si+ )/T

loss; = —log

b

) 1esim(si,sj)/~r_i_esim(si,s;)/T
j:

(1)

2

For training supervised models we start with the
following models:

* bert-base-multilingual-cased

TurkuNLP/wikibert-base-no-cased

Itgoslo/norbert2

NbAiLab/nb-bert-base

NbAiLab/nb-bert-large

We train with the same settings as in the Sim-
CSE paper: We set a max sequence length of 32,
and use the learning rates and batch sizes given
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in the appendix of the SImCSE paper (which vary
by model type and size). Each model is trained
on a single NVIDIA 3090 GPU. For some models
we have to use gradient accumulation to achieve
the correct batch size due to lack of RAM, which
changes training dynamics a bit, since contrastive
loss depends on the entire batch. We do not see
any noticable effects on results from this. We train
with the Adam optimizer with linear weight de-
cay and put a multi-layer perceptron (MLP) on
top of the model for training. Unsupervised we
train for one epoch, and supervised for three. The
best model is selected by evaluating on the dev
part of the STS Benchmark dataset. For evalua-
tion we test both with and without this MLP, and
find that generally, testing without the MLP gives
slightly better results. We train three versions of
each model and report average scores.

The models are also fine-tuned on two Norwe-
gian sequence classification tasks. Talk of Nor-
way (ToN) is a subset of the Norwegian parliament
speeches dataset (Lapponi et al., 2018), where the
task is to classify whether the speech was given by
SV or FrP (politically left or right, respectively)
selected in (Kummervold et al., 2021).> NoReC is
a dataset of reviews in Norwegian from different
domains such as movies, video games and music
(Velldal et al., 2018). From this dataset one can
extract a binary classification task by taking the
subset of reviews that are clearly positive or nega-
tive and letting the task be to classify them as pos-
itive or negative (@vrelid et al., 2020). We take
the text representations made by the model before
the MLP, and add a linear classification layer on
top and fine-tune the entire model on the training
dataset. For both the fine-tuning datasets we do a
grid search for hyperparameters under the follow-
ing conditions (these are the same hyperparame-
ters as in the finetuning examples in the appendix
of the original BERT paper (Devlin et al., 2019)):

* epochs=2, 3, 4
* learning rate = 2e-5, 3e-5, 5e-5
e batch size 16, 32

We use the macro f1 score on the validation set to
select the best model for each training run. We do
three training runs and report the average of test
scores.

*https://huggingface.co/datasets/NbAiLab/norwegian_parliament



Model STS12 STS13 STS14 STS1S STS16 STSB SICKR Avg.
BERT 5521 49.64 4929 63.68 5439 54.67 5093 53.97
RoBERTa 60.30 59.12 57.15 68.73 6433 64.04 5439 61.15
mBERT 60.88 6231 5591 70.78 66.80 61.87 57.13 62.24
WikiBERT 63.38 70.21 62.63 74.04 7090 70.88 62.52 67.79
NorBERT 5641 6533 5432 6895 68.00 6240 64.54 62.85
NB-BERT-base | 59.40 70.70 5793 71.87 6994 69.25 63.98 66.15
NB-BERT-large | 7045 80.80 72,79 81.53 7841 7935 69.18 76.07
(a) Performance of unsupervised models on the Norwegian STS datasets.

Model STS12 STS13 STS14 STS1S STS16 STSB SICKR Avg.
mBERT 7343  69.09 70.84 8150 73.82 7647 7279 73.99
WikiBERT 7329 6448 6924  80.32 7451 7542 6994 72.45
NorBERT 7430 70.69 7209 8256 7691 7933 73.74 75.66
NB-BERT-base | 76.31  77.20 7543 8447 77.69 82.14 7797 78.75
NB-BERT-large | 77.07 83.65 80.28 86.24 81.87 84.37 78.44 81.70
(b) Performance on the Norwegian STS datasets of supervised models trained on both Norwegian and English NLI data.
Model STS12 STS13 STS14 STS15 STS16 STSB SICKR Avg.
mBERT 69.28 7150 6944  78.12 7438 71.12 67.70 71.65
WikiBERT 70.14  71.18 71.79  77.56 7620 7420 67.32 72.63
NorBERT 70.79 7446 7244  80.66 77773  76.65 71.56 74.90
NB-BERT-base | 72.41  79.22 74.67 8147 771.72 7849 73.50 76.78
NB-BERT-large | 74.67 83.65 79.47 84.15 81.82 8225 74.75 80.11

(c) Performance on the Norwegian STS datasets of supervised models trained on Norwegian NLI data.

Table 2: Results of our models tested on the Norwegian STS datasets(Spearman’s correlation).

5 Results sentence similarity

We evaluate the trained models on the semantic
textual similarity datasets. We evaluate our mod-
els both on the Norwegian version of the datasets,
and the original English. We report Spearman’s
correlation for the STS datasets.

5.1 Evaluation in Norwegian

In Table 1 we see the average performance on
the Norwegian STS before training using the aver-
age of the last layer to compare embeddings. We
also tested using the average of first and last lay-
ers (giving similar numbers) and using “cls” token
(giving worse numbers). Thus we have a baseline
to compare how much the models have learned
from the training.

In Table 2a we see the performance of our unsu-
pervised models on the Norwegian STS datasets.
These are the results when we test without the
MLP, which on average performs slightly better
than using MLP also for testing.

In Table 2b we see the results from training su-
pervised models on the combination of Norwe-
gian and English NLI data, while Table 2c shows
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the performance when training on only Norwegian
NLI data. We see that training with English in-
cluded improves performance over merely training
in Norwegian for all models.

We see that the supervised models perform
much better than the unsupervised ones. This
would usually not be surprising, but considering
the supervised data is automatically translated and
therefore presumably of lower quality than the un-
supervised data, it is interesting to note.

5.2 Evaluation in English

In Table 3a we show the results from testing our
unsupervised models on the English dataset. In
Table 3b we show the results from testing our su-
pervised models trained on the combined English
and Norwegian dataset on the English STS data,
while Table 3c shows the results for supervised
models trained only on Norwegian data.

Since we have automatically translated the STS
data, we are unsure how accurate the ground truth
labels in Norwegian will be, since there will be
examples of sentences where the similarity of the
sentences changes because of differing transla-
tions. However we think that this should not influ-



Model STS12 STS13 STS14 STS1S STS16 STSB SICKR Avg.
BERT(english) 5476 7077 5739 6932 69.19 61.66 66.29 64.20
roBERTa(english) | 65.26  77.06 67.09 76.88  76.71 7532 65.60 71.99
mBERT 63.56 73.10 6395 74.67 7356 6858 61.61 68.43
WikiBERT 64.68 77.60 67.04 7620 7630 74.63 65.34 71.68
NorBERT 5296 6230 5499 6745 6983 63.68 62.40 61.94
NB-BERT-base 56.23 7206 5793 68.71 71.09 6725 61.63 64.99
NB-BERT-large 72.54 83.68 76.08 83.03 81.09 81.32 68.80 78.08
(a) Performance of unsupervised models on English STS datasets.
Model STS12 STS13 STS14 STS1S STS16 STSB SICKR Avg.
mBERT 76.88  79.69 77.58 8499 7852 81.36 77.30 79.47
WikiBERT 7245 59.56  67.08 80.87 7521 7531 74.01 72.07
NorBERT 7339 6940 72.65 83.10 7730 80.48 76.55 76.13
NBBert-base | 76.93  78.78  77.76 8528 80.29 8296 78.49 80.07
NBBert-large | 78.30  85.92 81.78 87.11 83.24 85.72 79.56 83.09

(b) Performance of supervised models on English STS datasets fine-tuned on both Norwegian and English MNLI.

Model STS12 STS13 STS14 STS1S STS16 STSB SICKR Avg.

mBERT 72.62 7936 7584 81.87 79.70 77.48 70.18 76.72
WikiBERT 6547 6530 6740 76.86 73.12 6891 60.59 68.24
NorBERT 66.90 6862 69.63 7935 7623 7338 69.66 71.97
NBBert-base | 71.57 8030  76.30 8155 7923 78.09 71.12 76.88
NBBert-large | 76.42  85.58 81.23 8549 83.21 83.15 75.04 81.45

(c) Performance of supervised models on English STS datasets fine-tuned on Norwegian MNLI.

Table 3: Results of our models tested on the English STS datasets(Spearman’s correlation).

ence comparisons between different models very
much. This is supported by the fact that the in-
ternal ranking between models for the Norwegian
and the English dataset is the same among the Nor-
wegian unsupervised models. (English models un-
surprisingly are higher in the rankings when tested
on English)

One of the more interesting findings in this pa-
per is how strong performance our models get on
the English STS data. NB-BERT-base was ini-
tialized from the mBERT checkpoint which can
partly explain this, but not all models was started
from a model pre-trained in English. The un-
supervised NB-BERT-large achieves a score of
78.08 on English STS. For comparison, the best
unsupervised model in the original SimCSE pa-
per, SimCSE-RoBERTa-large, achieved a score of
78.90. Thus we see that we have a model pre-
trained on a Norwegian corpus (containg some
English), further trained unsupervised in Norwe-
gian, that achieves less than 1% worse score than
the best English model, trained in English. This
model is also better than the best unsupervised
English model in the original SentenceBERT pa-
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per. The supervised NB-BERT trained only on
Norwegian NLI achieved a score of 81.45, while
the version trained on Norwegian and English NLI
achieve a score of 83.09. Comparably the su-
pervised original English version SImCSE-BERT-
base got a score of 81.57 and SimCSE-RoBERTa-
large 83.76. Thus we see that we achieve compa-
rable performance between a supervised Norwe-
gian large BERT and a supervised English base
BERT, when testing in English. Our best super-
vised model is less than 1% away from the best
English SimCSE model, although this is less sur-
prising than for the unsupervised models, since we
in this case fine-tune our model also on English
NLI. We also note that our best supervised model
which is trained on only Norwegian is better than
the best supervised English model in the Sentence-
BERT paper. Thus it does seem like the models
learn a lot for performing well at English sentence
similarity even though the pre-training is mostly
in Norwegian. The strong performance in English
of NB-BERT models was already noted in (Kum-
mervold et al., 2021).

To see if we can better understand the



BERT 76.7
RoBERTa 79.8
mBERT 80.2
WikiBERT 83.2
NorBERT 83.9
NB-BERT-base 82.7
NB-BERT-large 89.7

(a) Performance of unsupervised models when fine-tuned
on the Talk of Norway dataset.

mBERT 79.3
WikiBERT 82.6
NorBERT 85.7
NB-BERT-base 83.4
NB-BERT-large 89.3

(b) Performance of supervised models trained on Norwe-
gian NLI when fine-tuned on the Talk of Norway dataset.

mBERT 79.2
WikiBERT 81.1
NorBERT 84.9
NB-BERT-base 83.3
NB-BERT-large 89.3

(c) Performance of supervised models trained in on Nor-
wegian and English NLI on the Talk of Norway dataset.

Table 4: Performance of our models on the ToN
dataset(F1 score).

above findings, we tested the English supervised
SimCSE-RoBERTa-large on Norwegian STS, and
achieved only an average score of 54.23. Thus a
very good English model scores badly in Norwe-
gian, while a very good Norwegian model scores
well in English. This might indicate that the rea-
son the Norwegian models all perform so well in
English is that there is enough English in the Nor-
wegian training data (probably including many
snippets in the Norwegian parts) that the models
learn quite a lot of English.

6 Results classification

We report macro F1 score for the binary classifi-
cation tasks.

6.1 ToN binary classification

In Table 4a we see the performance of the unsu-
pervised models when fine-tuned on the Talk of
Norway dataset. In Table 4b we see the perfor-
mance of the supervised models trained on Norwe-
gian NLI and then fine-tuned on the ToN dataset,
while Table 4c shows the performance when train-
ing on both Norwegian and English NLI.
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BERT 63.1
RoBERTa 64.4
mBERT 70.3
WikiBERT 77.0
NorBERT 82.0
NB-BERT-base 84.3
NB-BERT-large 87.6

(a) Performance of unsupervised models, fine-tuned on
the NoReC binary classification dataset.

mBERT 72.2
WikiBERT 779
NorBERT 82.4
NB-BERT-base 85.9
NB-BERT-large 87.0

(b) Performance of supervised models trained on only
Norwegian NLI when fine-tuned on the NoReC binary
classification dataet.

mBERT 74.4
WikiBERT 77.6
NorBERT 81.0
NB-BERT-base 84.9
NB-BERT-large 87.3

(c) Performance of supervised models trained on Norwe-
gian and English NLI when fine-tuned on the NoReC bi-
nary classification dataset.

Table 5: Performance of our models on the NoReC
binary classification dataset(F1 score).

We see that training the models to give bet-
ter sentence embeddings gives some performance
gains on this task, compared to fine-tuning the
base model: In (Kummervold et al., 2021) it is
reported that NB-BERT achieves a score of 81.8,
while NorBERT scores 78.2 and mBERT 78.4 on
this task. All our numbers are slightly higher.

We see that for this classification task training to
make sentence models with English NLI data in-
cluded did not help: the numbers are very similar
with and without it.

6.2 NoReC binary classification

In Table 5a we see the performance of unsuper-
vised models on the NoReC binary classification
task. In Table 5b we see the results of supervised
models trained on Norwegian NLI, while in Ta-
ble 5¢c we see the results of supervised models
trained on Norwegian and English NLI.

For this task it is less clear that we get gains
from training sentence embedding models: The
highest reported number for this task is NB-BERT-
base which is reported as 86.4 in (Kummervold



et al., 2021) and 83.9 in (Kutuzov et al., 2021).
Our best score for NB-BERT-base is 85.9, which
is not better than this. Our best model NB-BERT-
large also does not achieve a higher score than
about 87%, which is only slightly better than the
smaller models. We do not know the reason we get
improvements for ToN classification, and not here.
The mBERT model do improve with training, but
that is not so surprising, since it is not already as
strong in Norwegian as most of the other models.

7 Discussion

We believe that our models perform well on the
semantic sentence similarity task, even if we do
not have any strict comparison since this is the
first evalutation of Norwegian sentence embed-
ding models on the STS data. The Norwegian
dataset corresponds to the English one, so the
scores of English models on English STS and Nor-
wegian models on Norwegian STS should in prin-
ciple correspond to each other, but because of the
extra noise added by the automatic translation we
are not surprised that the Norwegian numbers are
a bit worse. We see that the models improve a lot
compared to before training, and because they per-
form quite well even for the English STS datasets,
we are confident that they have indeed learned
something useful in Norwegian.

The supervised models perform better than our
unsupervised models even though the supervised
models are trained on machine translated data.
This shows that machine translated data could be
useful for doing NLP in smaller languages, at least
for some tasks such as ours. The difference in the
numbers we get for unsupervised and supervised
training are similar to the ones in the original Sim-
CSE paper. It is a bit unclear to what extent the
specific content and language of the training data
is important for performing well on STS tasks.
For example, one can improve the performance of
English SimCSE by training on unrelated image
data (Jian et al., 2022). This might be because the
task is a form of clustering, and images and text
in other languages are structurally similar enough
that the models learn something useful.

From doing our experiments we get compar-
isons of the different Norwegian language mod-
els. This is because this method of making sen-
tence embeddings is mostly a way of extracting the
knowledge already learned by the models, since
the amount of training we do is much smaller
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than the amount the models already have been
pre-trained. An unsuprising conclusion is that the
scale of the model is the most important factor in
making good language models. NB-BERT-large
is the best model by clear margins for all of our
evaluations. This conforms to the general ten-
dency in recent NLP that scaling up models is
more effective than tailoring data or architecture
on a given scale. Next, we find that for binary
classification the models NB-BERT-base and Nor-
BERT perform quite similary, while WikiBERT is
generally a bit weaker, while all of them clearly
outperform mBERT. For sentence similarity we
find different rankings among models: Here un-
supervised WikiBERT is the second best model,
while the supervised version is the weakest of the
Norwegian supervised models. Supervised NB-
BERT-base is clearly the second best model, while
NorBERT performs worse on the STS task.

We see that training sentence embedding mod-
els slightly improves performance on the binary
classification tasks, but not by much compared
with the base models. There is no clear ten-
dency on whether training supervised or unsu-
pervised improves performance on classification
more, since the numbers we get are similar in both
cases.
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