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Abstract

We study the performance of machine
learning techniques to the problem of iden-
tifying speakers at meetings from anony-
mous minutes issued afterwards. The data
comes from board meetings of Sveriges
Riksbank (Sweden’s Central Bank). The
data is split in two ways, one where each
reported contribution to the discussion is
treated as a data point, and another where
all contributions from a single speaker have
been aggregated. Using interpretable mod-
els we find that lexical features and topic
models generated from speeches held by
the board members outside of board meet-
ings are good predictors of speaker iden-
tity. Combining topic models with other
features gives prediction accuracies close
to 80% on aggregated data, though there is
still a sizeable gap in performance com-
pared to a not easily interpreted BERT-
based transformer model that we offer as a
benchmark.

1 Introduction

Attributing a text or a part thereof to an agent is
a well-established sub-field of computational lin-
guistics. Apart from the traditional task of author
attribution, it has also been applied in social media
studies, to the identification of speakers in fiction
dialogues, and for detection of plagiarism. In this
work, we study a new but related problem: identify-
ing speakers at meetings from anonymous minutes
issued afterwards.

The data at hand are minutes, in Swedish, from
the monetary policy meetings of the Riksbank’s

Executive board. The main monetary policy objec-
tive is to keep inflation low and stable, close to the
target of 2 percent. The key issue at the meetings
is to decide on the policy rate, and, since the global
financial crisis in 2007-2009, on purchases of fi-
nancial assets. Minutes from meetings like these
are not only common for central banks but also,
for instance, corporates, c.f. (Agarwala et al., 2022;
Schwartz-Ziv and Weisbach, 2013).

Until June 2007 the minutes of the Swedish
Riksbank’s monetary policy meetings gave an
anonymised account of the deliberations. Since
then, however, the identity of a board member is
revealed in the minutes so that it is possible to
know which member expressed which opinion dur-
ing the meeting. This change towards increased
transparency is of great interest to researchers on
economic policy-making and there is a growing
literature in this area (Hansen et al., 2018). It could
potentially affect board members’ incentives and
behaviour in different ways, not least because the
minutes are published only around two weeks after
a meeting.

Following the theoretical literature increased
transparency can have different effects. It can make
agents prepare more thoroughly – a disciplinary ef-
fect (Holmström, 1999). It can also make agents
behave differently due to career concerns, either by
making them less inclined to oppose to the major-
ity view – a herding, or conformism, mechanism
– or by making them instead want to distinguish
themselves more from others – an anti-herding or
exaggeration mechanism. It may also make agents
more committed to stick to a specific opinion once
they have expressed it and less willing to change
their mind, even if circumstances change (Falk and
Zimmermann, 2018).
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Swedish English translation
Vice riksbankschef A inledde diskussionen Deputy Governor A started the discussion
med att uttrycka sitt stöd för det B sade by expressing his support for what B had said
om behovet av att ha en bredare ansats när about the need for a broader approach when
man analyserar skälen till den låga inflationen. analysing the reasons for the low inflation rate
Här är det, menade han, viktigt att ta hänsyn Here, he said, it is important to consider
till både efterfråge- och utbudsfaktorer. Att factors of both demand and supply. That
fokus varit ensidigt kan möjligen vara förståeligt there has been a one-sided focus may be under-
i länder som befunnit sig i krisens epicentrum, standable in countries that have been at the
fortsatte A. Där har stora negativa effekter på epicentre of the crisis, A continued. There great
produktion, sysselsättning och arbetslöshet helt negative effects on production and employment
dominerat både debatten och den ekonomiska have dominated both the debate and
politikens inriktning. the direction of economic policies.

Table 1: Extract from a contribution.

Here we are not concerned with transparency
effects as such, rather we want to find out what
features and methods would enable us to trace the
behaviour of individual members when conditions
are changed, from a state where views, but not
identities, are reported in the minutes, to a state
where both identities and views are revealed. The
study can be seen as a first contribution to the de-
velopment of automatic tools that can support trans-
parency studies by analysing minutes of meetings
created under different conditions.

In this study we investigate the problem of pre-
dicting agent identities under a supervised con-
dition, using minutes from the period Septem-
ber 2007 to April 2018 for experiments. During
this period the board has had six members at any
given time, but as members have limited periods
of service, altogether twelve people have served
on the board. We are looking for features of the
board members that can be assumed to be rela-
tively stable over time, and so be used for iden-
tification. The study is thus an experiment in de-
anonymisation, which has been defined as a re-
verse engineering process in which de-identified
data are cross-referenced with other data sources
to re-identify the personally identifiable informa-
tion1. The data to be re-identified are participants’
contributions to the discussions preceding the vote
on policy rate as they are reported in the minutes.
The primary data used for cross-referencing are
speeches made by the members to private and pub-
lic audiences outside of board meetings. Both the
minutes of the meetings and the speeches are pub-

1https://codata.org/rdm-glossary/
de-anonymization/

licly available on the Riksbank’s website.
The minutes are compiled by a secretary who has

access to recordings of the meeting. Discussions
and decisions are reported in detail using a formal
writing style where sentences are well-formed and
punctuation formal. For an example, see Table 1.
During a meeting a member may make several
contributions and the start of a new contribution
is usually marked in the minutes by a reference
including the title and full name of the member.
A contribution can be short, only a few sentences,
but sometimes as long as several paragraphs. The
minutes may sometimes partly be based on written
notes provided by members but we do not know to
what extent this happens nor how much editing is
done.

The aims of the study are three-fold: 1) to com-
pare the performance of several machine learning
methods on this task, all of which have been suc-
cessfully applied to attribution tasks in the past; 2)
to identify features of members and their contribu-
tions that can aid de-anonymisation; 3) to establish
a benchmark for what can likely be achieved on
anonymised minutes under an unsupervised condi-
tion.

The methods investigated are:

• Burrows’ Delta (Burrows, 2002)
• A Support Vector Machine (SVM)
• A Multi-layer Perceptron (MLP)
• Two ensemble methods of SVMs and MLPs
• A Swedish BERT model (Malmsten et al.,

2020) fine-tuned for sequence classification

The paper is organised as follows. In section 2
we report related work. In section 3 we describe
our data and the preprocessing we have applied. In

125

https://codata.org/rdm-glossary/de-anonymization/
https://codata.org/rdm-glossary/de-anonymization/


section 4 we describe the features we have used
in the study and in particular the topic model we
have used. Section 5 reports our experiments and
the final sections discuss our results and report our
conclusions.

2 Related work

We have not been able to find studies that per-
form speaker attribution under equal circumstances.
A study on cabinet meetings (Ruppenhofer et al.,
2010) had the goal of annotating all sentences of
cabinet protocols with its speaker. They used a rule-
based approach exploiting properties of German
morphology. Speaker attribution of sentences has
also been studied on dialogues in literature, where
again the task is to annotate sentences or utterances
with speaker information, where this is not explicit.
An example is He et al. (2013) who applied su-
pervised machine learning to the task. We do the
same in this study but the genre is different and our
data points are usually much longer than a single
sentence.

Still, the task has similarities with closed-class
author attribution. A taxonomy of six feature cat-
egories has been proposed for this task by Sta-
matatos (2009): character, lexical, syntactic, struc-
tural, semantic, and application-specific. The first
two types have the advantage that they can be com-
puted with very little analysis of the text; they in-
clude frequency counts of function words, punctu-
ation marks, and short ngrams. Syntactic features
can refer to part-of-speech tags or ngrams of these.
Structural features include word length and sen-
tence length as well as layout features.

Features requiring detailed analysis of texts,
such as full syntactic parsing and topic modelling
have also been used. Zhang et al. (2014) used de-
pendency parsing as well as morphological and
syntactic features, while Savoy (2013) employed
topic modelling as a basis for feature selection.
Seroussi et al. (2014) showed how variants of topic
modelling can be used to predict authorship and
Sari (2018) used topic modelling to analyse which
features are effective under different conditions,
showing content-based features to be more effec-
tive when the diversity of topics in the document
set is more varied.

Given a set of selected features that can be
used for profiling documents as well as authors,
a method is needed to decide among the authors
for a given document. Well-known methods based

on a selection of frequent words are Chi-Square
distance (Grieve, 2007), Burrows’s Delta (Burrows,
2002), and Kullback-Leibler Distance (Zhao and
Zobel, 2007). All of these compute a distance met-
ric where the author model with the smallest dis-
tance to the document model is proposed as the
most likely author. Among machine learning meth-
ods k-nearest neighbours and support vector ma-
chines have been tried, often with good results.

Neural methods have also been applied, some-
times with mixed results. The best overall sys-
tem at the PAN-2015 author identification task was
a character-level RNN language model (Bagnall,
2015), while the neural systems at the cross-domain
author identification task at PAN-2018 did not com-
pete well (Kestemont et al., 2018). Most systems
at that event used SVMs while the best system was
an ensemble system, combining features of three
kinds with logistic regression.

More recently, there have been a few examples
of author attribution in which the Transformer ar-
chitecture (Vaswani et al., 2017), which does au-
tomatic feature extraction, has been utilised. For
example, Fabien et al. (2020) introduced BertAA,
a fine-tuned BERT language model for author-
ship classification. In experiments, the pre-trained
model was fine-tuned on three different datasets in
the domains of emails, blogs and movie reviews,
respectively. State-of-the-art performance was ob-
tained on all three datasets either with plain BertAA
or with BertAA with additional features.

3 Data and preprocessing

The data collected at The Riksbank have two main
sections: minutes from monetary policy meetings
and public speeches given by Executive Board
members. The minutes are from two periods: One
batch starting in February 2000 and ending in May
2007, and another beginning in June 2007 and end-
ing in April 2018. Minutes from the earlier period
are truly anonymous, while the minutes from the
later period have been anonymised for the purposes
of this study. An overview of the data can be found
in Table 2.

The speeches have been collected during a some-
what longer period, from 1997 forward. The
speeches mostly address the current economic sit-
uation and are addressed to a variety of audiences
such as banks, regional authorities, chambers of
commerce, and parliamentarians.

Both minutes and speeches were originally in
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either doc- or PDF-format. Texts were extracted
from the PDF-files using the Apache Tika parser2

accessed via a Python port3. From the minutes we
then used regular expressions to remove data that
was not text such as multiple empty lines, page
headers, pagination and table cell data.

The outline of the minutes has changed over the
years but is typically divided into four numbered
sections. Some minutes have less than four sec-
tions and a few of them have more. Each section
is supplied with a heading that starts with an initial
’§’-sign. The contributions are found in a sepa-
rate section with a heading such as Penningpolitisk
diskussion, ’Discussion on monetary policies’ or
just Diskussion. This section is the one from which
we extract contributions for the experiments.

A contribution from a board member in the min-
utes is as a rule introduced with the member’s ti-
tle, e.g., Förste vice riksbankchef, ’First Deputy
Governor’ and full name. All text following this
introductory phrase and lasting until a new intro-
duction of the same type is encountered has been
allocated to a single contribution. A member may
speak at a meeting on several occasions and so we
have also collected these together as aggregated
contributions. The total number of individual con-
tributions is 900, and the aggregated contributions
amount to 385.

Data type Numbers
Speeches 399
Meetings / Minutes 65
Members present at meetings 5-6
Members during 2007-2018 12
Individual contributions 900

min length (in tokens) 11
max length (in tokens) 2760

Aggregated contributions 385
min length (in tokens) 68
max length (in tokens) 5095

Individual contributions (BERT) 1738
min length (in tokens) 13
max length (in tokens) 512

Aggregated contributions (BERT) 1434
min length (in tokens) 32
max length (in tokens) 512

Table 2: Overview of the data used in the study.

In most meetings six members including the
Governor are present. There are a few meetings
with fewer members present. It does not happen
that a member does not contribute to the discussion
at all. Some members have been present at the

2https://tika.apache.org/
3https://github.com/chrismattmann/tika-python

majority of meetings, others at only a few e.g., be-
cause their period as director ended. The minutes
and the speeches have all been parsed by the Sparv
parser (Borin et al., 2016). The information ob-
tained from Sparv includes lemmas, part-of-speech
tags and word senses, which we have used in sub-
sequent processing.

The speeches, all in edited written form, are
known to be given by certain members. All text
of a speech, with the exception of some metadata
information supplied in the header, has been kept.
The main processing of the speeches is word based
(frequency counts, topic modelling) and for this
reason, we did not clean them to the same extent as
the minutes.

For fine-tuning the pre-trained BERT model, we
used the raw texts from the minutes as data (the
speeches were not used in this setting), masking
titles, names and gendered pronouns. The masking
was done assuming such information could steer
the model towards certain predictions, trivialising
the task and hampering generalisation to the truly
anonymous setting where this information is ab-
sent.

For both the individual and the aggregated data,
the length of the contributions varies significantly.
As seen in Table 2, the aggregated contributions
range from 68 to 5095 tokens. Due to the lim-
itations of BERT handling long text sequences,
this posed a problem. Other architectures, such
as the Longformer (Beltagy et al., 2020), have been
proposed to mitigate this problem. However, in
Swedish, BERT is currently the best option. What
we did in our experiments, was to chunk the long
texts into several smaller texts. This was done by
adding up sentences of a text until the addition of
one more sentence would yield a text with more
than 512 tokens.

4 Features used in the experiments

We have framed our problem as a closed set classifi-
cation task and applied a number of different meth-
ods. Burrows’ Delta uses lexical features, which
are detailed below, in Section 5.1, and the BERT
model uses its own feature selection. However, for
the SVM and MLP models, we have investigated
various properties with the potential to differentiate
between members. For each of the properties, one
or more features were defined. The focus is on
properties and features that relate to content and
application.
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In the rest of this section we motivate the choice
of features.

4.1 Topic modelling

We assume that the topics members address in their
speeches are more or less the same as those they
address in meetings as they have different back-
grounds, affiliations and areas of expertise. We
used lemmatized content words for the topic mod-
elling, where we defined a content word as a word
with one of the part-of-speech tags adjective, ad-
verb, foreign word, noun, proper noun, and verb
as decided by the Sparv parser. Further filtering
was made by applying a frequency threshold and
a threshold for spread. We trained multiple topic
models with different hyperparameters, we used
the NPMI coherence measure (Röder et al., 2015)
that estimates coherence among word pairs in a
topic based on their pairwise associations, as guide
to the final topic model.

After a number of trials we found that the full
data set of speeches could best be captured by
eleven topics. Each topic constitutes a feature of
its own. As a form of evaluation, we asked two re-
searchers at the Riksbank to suggest short descrip-
tions of the topics, based on the ten most probable
terms for each topic. Although a few of the top-
ics were more difficult than the others to describe
convincingly, they ended up with reasonable de-
scriptions for all of them, shown in Table 3. The
fact that the topics are varied and interpretable sug-
gests to us that the model has merits.

4.2 Sentiment analysis

Some members may have an overall negative out-
look on the economy and/or the proposals dis-
cussed in board meetings, while others have a more
positive one. We capture this aspect via sentiment
analysis, where sentiments from the speeches are
compared to sentiments expressed at meetings.

For sentiment analysis we have used a Swedish
version of Vader4 (Hutto and Gilbert, 2014) that
also considers a word’s sense. Vader is a lexicon
and rule-based sentiment analyser. The lexicon
in English Vader comprises 5500 lexical entries
with sentiment scores between +5 and -5. We
used the Swedish SenSALDO 0.2 sentiment lexi-
con (Rouces et al., 2019) with sentiment scores -1,
0 and +1, that comprises 12287 lexical entries of
which 8893 are unique words. It has an accuracy of

4https://github.com/cjhutto/vaderSentiment

0.89 (Rouces et al., 2019). Word sense disambigua-
tion with the SenSALDO 0.2 lexicon is achieved
using the Sparv parsed texts.

Vader also uses booster words, such as amaz-
ingly, to further refine the sentiment analysis. The
booster dictionary used in our analyses is a slightly
enhanced version of the Swedish dictionary used
for sentiment analysis of consumer support e-mail
conversations and comprises 89 items (Borg and
Boldt, 2020). That version of Vader uses a smaller
lexicon, the Swedish sentiment lexicon (Nusko
et al., 2016). It was evaluated showing an 88%
correspondence with human annotators.

Vader produces a compound score for each sen-
tence, by summing the valence scores of the words
according to their identified sense and normalise
this sum to be between -1 (most negative) and +1
(most positive). This gives one feature. We also
calculated the amount of positive, negative or neu-
tral sentences yielding another three features. For
this, we use the recommendations that a sentence
has positive sentiment if the compound score is
≥ 0.05, neutral if the compound score is between
-0.05 and 0.05 and negative if it is ≤ −0.054.

4.3 Application-specific features
Some members use more words than others. We
capture this aspect by counting the number of
words that each member uses, and by computing a
member’s share of words at a meeting. The relative
share of a member’s contribution gives a single fea-
ture. We also assume that the speaking order that is
reported in the minutes reflects the actual speaking
order at the meeting. If this order is dependent on
the board member’s status, or role, it could be fairly
stable over time, or only change gradually. This
aspect gives rise to six features corresponding to
being the first speaker, the second speaker, and so
on.

It is known for each member whether they have
entered a reservation against the majority decision.
We assume that members may differ in their inci-
dence of entering reservations. The probability of
entering a reservation is used as a feature.

4.4 Feature selection
Table 4 shows the properties we have investigated.
Topic distribution and Sentiments cover the con-
tents of contributions while the rest are application-
specific capturing aspects of members’ meeting
behaviour. For each property, we first determined
whether it could have some predictive value on its
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Topic Description Most probable terms
0 Monetary policies general styrränta, inflationsförväntning, inflationspolitik, mena, nominell

policy rate, expectation on inflation, inflation targeting, mean, nominal
1 Housing and private debt skuldsättning, skuld, bostadspris, bostad, bostadsmarknad

indebtness, debt, price of housing, housing, housing market
2 Financial stability and macro myndighet, verktyg, institut, makrotillsyn, regelverk

prudential public authority, tools, institute, macro supervision, regulations
3 Public debt and quantitative easing balansräkning, obligation, statsobligation, avkastning, miljard

balance sheet, bond, gobernment bond, returns, billion
4 Transparency and communication direktion, möte, öppenhet, prisnivå, kommunikation

Executive board, meeting, transparency, price level, communication
5 Labour market arbetsmarknad, produktivitet, vänta, inflationsförväntning, inflationsrapport

labour market, productivity, wait, expectation on inflation, inflation report
6 Monetary policy general II tillgångspris, resursutnyttjande, inflationsmålspolitik, mena, nominell

asset price, resource utilization, inflation targeting, mean, nominal
7 International trade euro area euro, eu, emu, konkurrens, handel

Euro, EU, EMU, competition, trade
8 International trade general offentlig, sparande, diagram, bytesbalans, export

public, savings, diagram, balance of payments, export
9 Payment system betalning, pengar, kontanter, betalningssystem, infrastruktur

payment, money, cash, payment system, infrastructure
10 Inflation targeting and the policy resursutnyttjande, diagram, räntebana, stabilisera, hållbar

rate path resource utilization, diagram, policy rate path, stabilize, sustainable

Table 3: Descriptions of the produced topics with the five most probable terms.

own using both MLP- and SVM-systems5. It can
be seen from Table 4 that all selected properties
give performance above a random baseline which,
for six participants present in each meeting, would
give a theoretical accuracy of 16.7%. Topic dis-
tribution is by far the property that has the best
results.

In total, our feature set consists of 37 features.
Since we are interested in how these features im-
pact member classification, we employed two dif-
ferent feature selection methods. The first approach
is a Recursive Feature Elimination (RFE) which
is able to find a set of features that carry the most
predictive power. The second is based on a Python
implementation6 of the Boruta algorithm (Kursa
and Rudnicki, 2010). The rationale behind using
Boruta is the algorithm’s ability to provide a set of
relevant features, contrary to the minimal optimal
feature sets provided by for example RFE. This
means that we with Boruta are able to get a set
of all features that have some impact on the pre-
diction, while with RFE we can choose to extract
the N most important features. By using a combi-
nation of these algorithms, we can therefore gain
knowledge about which features carry the most
predictive power if we wanted to slim down the
classification model, but also a picture of which of
the features provide at least some information for

5See section 5.2 for a description of the experimental setup
6https://github.com/scikit-learn-contrib/

boruta_py

the classification task.

5 Experiments

This section elaborates on the details of the differ-
ent systems and their performance. All results are
shown in Table 5.

5.1 A traditional system: Burrows’ Delta

For comparison, we tested an implementation of
Burrows’ Delta under different conditions. Three
different feature sets were used, one relying solely
on the most frequent words in the corpus of
speeches, another where proper nouns were re-
moved, as these include references to the speaker
we wish to identify, and a third relying on the most
frequent content words, where a content word was
defined as a noun, verb or adjective. Following
Evert et al. (2015) we also looked at the effect of
normalising the feature vectors and compared two
different measures: Manhattan distance and Cosine
similarity.

Initial tests were made on a corpus where all
contributions from one member had been collected
into one text yielding a total of 12 texts. These
suggested that the frequency-based features gave
slightly better results than the other two, with 7 out
of 12 members being predicted correctly, and 9 out
of 12 being included in the two first predictions.
This selection of features was then used for predict-
ing the speaker of contributions at meetings. The
number of features was also varied showing clear
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Property Features Accuracy (SVM) Accuracy (MLP)
Length (absolute) 1 30.57% 26.67%
Length (relative) 1 23.19% 28.33%
Order (only position) 1 25.13% 21.25%
Order (probabilities) 6 42.31% 40.97%
Reservation 1 23.10% 21.25%
Sentiments (compound) 1 18.77% 16.45%
Sentiments (ratios) 3 23.11% 16.06%
Topic distribution 11 63.70% 62.84%
Burrows Delta 12 24.86% 29.34%

Table 4: Properties used and their performance as single predictors for the SVM and MLP models.

improvements from 300 features upwards with a
peak around 500. Using normalised feature vectors
and cosine distance consistently gave better perfor-
mance by two or more points. The best results are
reported in Table 5.

We observe that the best result for the aggregated
contributions is close to that for the topic models.
We also see that results drop when predicting speak-
ers of individual contributions but are still far above
chance. Adding more features does not generally
improve predictions.

We can also note that the performance of using
the Burrows’ Delta models for different speakers
to generate features to be included in an SVM-
classifier differs greatly from using the standalone
system for classifying members with Burrows’
Delta.

5.2 The SVM and MLP systems

Each type of feature was first tested individually to
see whether it could beat a random baseline. The
results are reported in Table 4.

The systems, written in Python, use the scikit-
learn library (Pedregosa et al., 2011), with the im-
plementations of support vector machines (SVC)
and multilayer perceptrons (MLPClassifier) as the
algorithms for the classification task.

We used a 5-fold cross-validation procedure to
randomly split the data into training and test data.
Since we wanted to do the prediction of the con-
tributing members on a meeting level, we let the in-
dividual meetings be the unit assigned to either the
train or test portion of each fold, with all member
contributions extracted from the particular meeting.
In the cross-validation procedure, it is however
customary to balance the classes (in this case, the
members) evenly across all folds, but as a conse-
quence of the importance of keeping the integrity
of each meeting, it was not possible to achieve a
perfect balance of classes in all folds.

In each training fold, we performed a second 5-

fold cross-validation procedure to optimise the hy-
perparameters of the selected classification model.
For the SVM, we optimised the C and gamma
values with a radial basis function (RBF) kernel.
The MLP was optimised with its hidden layer
sizes and the L2-regularisation term (named al-
pha in scikit-learn) for the Limited Memory Broy-
den–Fletcher–Goldfarb–Shanno (lbfgs) solver.

We implemented a custom prediction step with
two restrictions for the classification task, namely,
for each meeting;

• Only members present in the meeting can be
predicted.

• A member can only be predicted once per
meeting.

5.3 Ensemble systems

Using the same features and the two restrictions
just described, two ensemble systems of SVMs and
MLPs were implemented7. The first is a soft vot-
ing system, where both an SVM and an MLP are
trained as described in section 5.2. At the predic-
tion step the classification probabilities, for each
possible board member, of both the SVM and MLP
are added together and averaged between the two
classifiers. The board member with the highest av-
erage probability is then subsequently selected as
the classifier output for the given meeting. Since
we noticed subtle differences in how the SVM and
MLP predicted certain meetings, the rationale be-
hind this approach was to try to make a more robust
prediction, leveraging the strengths of both classi-
fiers.

The second ensemble system is a hybrid of an
MLP and an SVM, following the method used in
Garg et al. (2021). The system consists of an MLP
that is trained on the training splits in a regular
fashion, but whose weight matrix from the final

7The cross-validation and hyperparameter optimisation
were performed in the same fashion as described in section 5.2
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hidden layer is used as features by an additional
SVM classifier.

5.4 BERT-based system

As with the SVM and MLP systems, we used a
5-fold cross-validation procedure to randomly split
the data into training and test data. The fine-tuning
procedure was implemented using Transformers
(Wolf et al., 2020) and PyTorch (Paszke et al.,
2019). To make this method comparable with the
other methods described, we combined the predic-
tions for smaller chunks of a given contribution into
one single prediction. Thus, we had to keep track
of the contribution ID when splitting into training
and test data and make sure that all smaller chunks
for a given contribution were in the same partition.
The combining was then done by summing the raw
output scores from the model for all chunks of a
given contribution before picking the class with the
highest score as the prediction. This way, we got a
single prediction for each contribution.

For both the aggregated and individual data, we
did experiments of two kinds, one where only the
members present at a particular meeting were con-
sidered when aggregating predictions and one that
disregarded the notion of meetings. The former set-
ting is similar to the setting used for the SVM and
MLP systems, with the only difference being that
each member in a meeting could now be predicted
multiple times. In the latter case, no information
about what members participated at a particular
meeting was given to the model. Thus, the model
had to predict the member from the pool of all 12
members. Surprisingly, at the end of training for
each fold, the results were exactly the same in all
cases but one where the first approach had an in-
crease in accuracy of approximately 1% compared
to the second approach. This effect was seen in
both the aggregated and individual data.

In each fold, the data was prepared as input to
the BERT model by retrieving input ids, and the at-
tentions mask for each batch of sequences. A batch
size of 8 was used, and the model was fine-tuned
for 10 epochs on a Tesla P100-PCIE-16GB GPU
with a learning rate of 10−5. 10 epochs seemed
to be suitable for this problem and dataset, as loss
converged without causing overfitting.

6 Results

The results for classification accuracy of all tested
systems are presented in Table 5. For all systems,

System Contributions
Aggregated Individual

Delta, standard, 500feats 55.54% 33.89%
Delta, normalised, 500feats 60.33% 42.41%
SVM (RFE) 78.20% 54.18%
SVM (Boruta) 79.70% 57.55%
SVM (All) 78.56% 56.98%
MLP (RFE) 76.22% 52.45%
MLP (Boruta) 77.15% 54.15%
MLP (All) 74.66% 54.55%
Soft voting (RFE) 77.25% 54.50%
Soft voting (Boruta) 77.95% 55.83%
Soft voting (All) 76.48% 57.52%
Hybrid (RFE) 78.71% 54.78%
Hybrid (Boruta) 78.50% 54.66%
Hybrid (All) 79.31% 55.70%
BERT 94.81% 83.78%

Table 5: Results of the classification accuracy for
different systems, feature sets and types of member
contributions.

as expected, the aggregated contributions score
higher than the individual contributions. Classi-
fying aggregated (and longer) contributions are
naturally a less complex problem compared to in-
dividual contributions due to the reduced number
of classifications to be performed per meeting. It
should however be noted that the tested systems,
especially the system based on BERT, are able to
handle this change of scope in an acceptable man-
ner considering the increased task complexity.

Furthermore, the results indicate that the SVM
and MLP classification methods performed signif-
icantly better than the random baseline and that
the differences between these methods were rela-
tively small. When including all the features listed
in Table 4, we saw a lower classification perfor-
mance for all feature-based systems, compared to
when we included only a subset of the features (see
Table 5). The best results were generally found
with the subset of features selected by the Boruta-
algorithm, referred to as Boruta in Table 5. The
best performance of any feature based system can
be seen in the standalone SVM system with an ac-
curacy of 79.70% on the aggregated data and boruta
feature selection. The best performance of the En-
semble systems were found in the hybrid system
with an accuracy of 79.31%, followed by the soft
voting system with an accuracy of 77.95%. The
standalone MLP system performed the generally
lowest scores, with the highest being 77.15%,

An even smaller subset of features (the RFE fea-
ture subset), including the 10 features with the most
predictive power according to the Recursive Fea-
ture Elimination, were able to perform almost on
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par with the other feature sets. This also aligns
with what was seen when each feature was tested
individually (see Table 4), where some of the fea-
tures scored close to the random baseline. The
features present in the subset created with RFE,
topics, length (absolute), and speaking order,
were also some of the highest performing individ-
ual features. It should however be noted that not all
of the topics are included among the top 10. Three
of the topics are not (topic 6, topic 7, and topic 9).
These topics were also some of the few features
that most often were omitted as features by the
Boruta algorithm. All this taken into consideration,
we can conclude that a small number of features
carry great predictive power for the classification
task.

The fine-tuned BERT model obtained 94.81%
accuracy for all folds combined on the aggregated
data, and an accuracy of 83.78% on the individual
data. Since the data used for the BERT model had
to be split into smaller chunks to fit the input limit
of BERT, we tried the same chunking approach
for all the non-BERT systems. Since some of the
aggregated contributions were fairly long (see Ta-
ble 2) the total number of contributions increased
significantly, while also rendering the restriction
of only being able to predict a member once per
meeting less effective. The SVM, MLP, and ensem-
ble systems did therefore perform worse with this
data chunking approach, resulting in accuracies
between 55-58% on the aggregated data.

7 Conclusions and discussion

In this work, the main purpose has been to investi-
gate a set of interpretable features for identifying
speakers from minutes. With the aid of feature
selection algorithms, we are able to pin down the
most important features, while also excluding some
of the less relevant, and simultaneously improve
the classification performance. Topic models gener-
ated from speeches given by directors of the board
of The Riksbank turned out to be a good predictor
of what they say in board meetings. Combined with
other features such as wordiness, speaking order
and sentiment analysis we could reach an accuracy
close to 80% in predicting which director said what.
Not surprisingly the fine-tuned BERT model has
the best performance in predicting which board
member made a certain contribution. This is in line
with the performance of similar models in other at-
tribution tasks (cf. Fabien et al. (2020)) and points

to Transformer-based models being good feature
extractors. While we have only investigated one
corpus of minutes, the methods we’ve tried have
a wider application; similar types of meetings and
minutes are common in financial and other public
institutions where transparency and accountability
is an issue.

The success of the BERT-model suggests that
members are consistent in their argumentation
across meetings. An interesting aspect is the fact
that the minutes of the meetings are not written by
the members, which should make this task harder
than standard author attribution. Given this, we find
that the BERT model provides a strong benchmark
for de-anonymisation of minutes.

The BERT-model, unlike the features used for
the other models, is not easily interpretable. Yet,
as new techniques for interpreting models such
as BERT are emerging, we would like to investi-
gate what the BERT-model actually considers when
making predictions. For example, whether it looks
at stylistic features in how the minute taker writes
about a particular member or features more related
to the content and topics of the contributions.

The properties, coupled with analysis of the over-
all differences of the minutes under the two con-
ditions, are likely to be helpful in future research
on de-anonymising the minutes from the earlier
period. Although members are not referred to by
name there is a similar structure to the minutes
and the discussions so that contributions can be
identified. While performance may be lower for
all models when applied to minutes for the earlier
period, the data obtained from the non-anonymous
minutes could then be used for training. For ex-
ample, we know from confusion matrices which
speaker models are often confused.

There are features we have not yet investigated
such as members’ style of argumentation, or rhetor-
ical structure, which potentially could be helpful.
As we now also have identified the topics discussed
during the meetings, we can analyse members’ at-
titudes, i.e. sentiments, towards each topic. This
can also be included in our model. An analysis
of the parse trees of contributions could also yield
features at a more fine-grained level than topics,
such as individual members’ hobby-horses.

References
Samanvaya Agarwala, Saipriya Kamathb, Krishna-

murthy Subramanianc, and Prasanna Tantrid. 2022.

132



Board conduct in banks. Journal of Banking and
Finance, 138.

Douglas Bagnall. 2015. Author identification using
multi-headed recurrent neural networks. CoRR,
abs/1506.04891.

Iz Beltagy, Matthew E. Peters, and Arman Cohan. 2020.
Longformer: The long-document transformer. CoRR,
abs/2004.05150.

Anton Borg and Martin Boldt. 2020. Using VADER
sentiment and SVM for predicting customer re-
sponse sentiment. Expert Systems with Applications,
162:113746.

Lars Borin, Markus Forsberg, Martin Hammarstedt,
Dan Rosén, Roland Schäfer, and Anne Schumacher.
2016. Sparv: Språkbanken’s corpus annotation
pipeline infrastructure. In SLTC 2016. The Sixth
Swedish Language Technology Conference, Umeå
University, 17-18 November, 2016.

John F. Burrows. 2002. Delta: A measure of stylistic
difference and a guide to likely authorship. Literary
and Linguistic Computing, 17:267–287.

Stefan Evert, Thomas Proisi, Fotis Jannidis, Steffen
Pielström, Christof Schöch, and Thorsten Vitt. 2015.
Towards a better understanding of burrows’s delta
in literary authorship attribution. In Proceedings
of NAACL-HLT Fourth Workshop on Computational
Linguistics for Literature, pages 79–88, Denver, Col-
orado.

Maël Fabien, Esau Villatoro-Tello, Petr Motlicek, and
Shantipriya Parida. 2020. BertAA: BERT fine-tuning
for authorship attribution. In Proceedings of the 17th
International Conference on Natural Language Pro-
cessing (ICON), pages 127–137, Indian Institute of
Technology Patna, Patna, India. NLP Association of
India (NLPAI).

Armin Falk and Florian Zimmermann. 2018. Informa-
tion processing and commitment. Economic Journal,
128:1983–2002.

Ginni Garg, Dheeraj Kumar, Yash Sonker, Ritu Garg,
et al. 2021. A hybrid MLP-SVM model for classifica-
tion using spatial-spectral features on hyper-spectral
images. arXiv preprint arXiv:2101.00214.

Jack Grieve. 2007. Quantitative author attribution. Lit-
erary and Linguistic Computing, 22:251–270.

Stephen Hansen, Michael McMahon, and Andrea Prat.
2018. Transparency and deliberation within the
FOMC: A computational linguistics approach. The
Quarterly Journal of Economics, pages 801–870.

Hua He, Denilson Barbosa, and Grzegorz Kondrak.
2013. Identification of speakers in novels. In Pro-
ceedings of the 51st Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long
Papers), pages 1312–1320, Sofia, Bulgaria. Associa-
tion for Computational Linguistics.

Bengt Holmström. 1999. Managerial incentive prob-
lems: A dynamic perspective. Review of Economic
Studies: Special Issue: Contracts, 66(1):169–182.

Clayton J. Hutto and Eric Gilbert. 2014. Vader: A par-
simonious rule-based model for sentiment analysis
of social media text. In Eighth International Con-
ference on Weblogs and Social Media (ICWSM-14).
Ann Arbor, MI.

Mike Kestemont, Michael Tschuggnall, Efstathios Sta-
matatos, Walter Daelemans, Günther Specht, Benno
Stein, and Martin Potthast. 2018. Overview of the
author identification task at pan-2018: Cross-domain
authorship attribution and style change detection. In
CEUR Workshop Proceedings, volume 2125.

Miron B Kursa and Witold R Rudnicki. 2010. Fea-
ture selection with the boruta package. Journal of
statistical software, 36:1–13.

Martin Malmsten, Love Börjeson, and Chris Haffenden.
2020. Playing with words at the national library of
Sweden – making a Swedish BERT. arXiv preprint
arXiv:2007.01658.

Bianka Nusko, Nina Tahmasebi, and Olof Mogren. 2016.
Building a sentiment lexicon for swedish. Linköping
Electronic Conference Proceedings, 126(006):32—-
37.

Adam Paszke, Sam Gross, Francisco Massa, Adam
Lerer, James Bradbury, Gregory Chanan, Trevor
Killeen, Zeming Lin, Natalia Gimelshein, Luca
Antiga, Alban Desmaison, Andreas Kopf, Edward
Yang, Zachary DeVito, Martin Raison, Alykhan Te-
jani, Sasank Chilamkurthy, Benoit Steiner, Lu Fang,
Junjie Bai, and Soumith Chintala. 2019. PyTorch:
An Imperative Style, High-Performance Deep Learn-
ing Library. In Advances in Neural Information Pro-
cessing Systems 32, pages 8024–8035. Curran Asso-
ciates, Inc.

Fabian Pedregosa, Gaël Varoquaux, Alexandre Gram-
fort, Vincent Michel, Bertrand Thirion, Olivier Grisel,
Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vin-
cent Dubourg, et al. 2011. Scikit-learn: Machine
learning in Python. Journal of machine learning
research, 12(Oct):2825–2830.

Jacobo Rouces, Nina Tahmasebi, Lars Borin, and
Stian Rødven Eide. 2019. Sensaldo: Creating a sen-
timent lexicon for Swedish. LREC 2018 - 11th In-
ternational Conference on Language Resources and
Evaluation, pages 4192–4198.

Josef Ruppenhofer, Caroline Sporleder, and Fabian Shi-
rokov. 2010. Speaker attribution in cabinet proto-
cols. In Proceedings of the Seventh International
Conference on Language Resources and Evaluation
(LREC’10), Valletta, Malta. European Language Re-
sources Association (ELRA).

Michael Röder, Andreas Both, and Alexander Hinneb-
urg. 2015. Exploring the space of topic coherence

133

http://arxiv.org/abs/1506.04891
http://arxiv.org/abs/1506.04891
http://arxiv.org/abs/2004.05150
https://doi.org/10.1016/j.eswa.2020.113746
https://doi.org/10.1016/j.eswa.2020.113746
https://doi.org/10.1016/j.eswa.2020.113746
https://aclanthology.org/2020.icon-main.16
https://aclanthology.org/2020.icon-main.16
https://doi.org/doi:10.1093/qje/qjx045
https://doi.org/doi:10.1093/qje/qjx045
https://aclanthology.org/P13-1129
http://ceur-ws.org/Vol-2125/invited_paper_2.pdf
http://ceur-ws.org/Vol-2125/invited_paper_2.pdf
http://ceur-ws.org/Vol-2125/invited_paper_2.pdf
http://arxiv.org/abs/2007.01658
http://arxiv.org/abs/2007.01658
http://www.ep.liu.se/ecp/126/006/ecp16126006.pdf
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
http://papers.neurips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf
https://doi.org/10.1145/2684822.2685324


measures. In Proceedings of the Eighth ACM Inter-
national Conference on Web Search and Data Mining
(WSDM ’15), WSDM ’15, page 399–408, New York,
NY, USA. Association for Computing Machinery.

Yunita Sari. 2018. Neural and non-neural approaches
to authorship attribution. Ph.D. thesis, University of
Sheffield.

Jacques Savoy. 2013. Authorship attribution based on
a probabilistic topic model. Information Processing
and Management, 49(1):341–354.

Miriam Schwartz-Ziv and Michael S. Weisbach. 2013.
What do boards really do? evidence from minutes
of board meetings. Journal of Financial Economics,
108(2):349––366.

Yanir Seroussi, Ingrid Zukerman, and Fabian Bohn-
ert. 2014. Authorship attribution with topic models.
Computational Linguistics, 40(2):269–310.

Efstathios Stamatatos. 2009. A survey of modern au-
thorship attribution methods. Journal of the Ameri-
can Society for Information Science and Technology,
60(3):538–556.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in neural information pro-
cessing systems, pages 5998–6008.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz,
Joe Davison, Sam Shleifer, Patrick von Platen, Clara
Ma, Yacine Jernite, Julien Plu, Canwen Xu, Teven Le
Scao, Sylvain Gugger, Mariama Drame, Quentin
Lhoest, and Alexander M. Rush. 2020. Transform-
ers: State-of-the-art natural language processing. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing: System
Demonstrations, pages 38–45, Online. Association
for Computational Linguistics.

Chunxia Zhang, Xindong Wu, Zhendong Niu, and Wei
Ding. 2014. Authorship identification from unstruc-
tured text. Knowledge-Based Systems, 66:99–111.

Ying Zhao and Justin Zobel. 2007. Entropy-based au-
thorship search in large document collection. In Pro-
ceedings of the 29th European Conference on IR
Research, ECIR, pages 381–392.

134

https://doi.org/10.1145/2684822.2685324
http://doc.rero.ch/record/31072
http://doc.rero.ch/record/31072
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://doi.org/doi.org/10.1016/j.knosys.2014.04.025
https://doi.org/doi.org/10.1016/j.knosys.2014.04.025

