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Abstract

We present the AWARE-TEXT package, an
open-source software package for collecting
textual data on Android mobile devices. This
package allows for collecting short message
service (SMS or text messages) and character-
level keystrokes. In addition to collecting
this raw data, AWARE-TEXT is designed for
on device lexicon processing, which allows
one to collect standard textual-based measures
(e.g., sentiment, emotions, and topics) with-
out collecting the underlying raw textual data.
This is especially important in the case of mo-
bile phones, which can contain sensitive and
identifying information. Thus, the AWARE-
TEXT package allows for privacy protection
while simultaneously collecting textual infor-
mation at multiple levels of granularity: person
(lifetime history of SMS), conversation (both
sides of SMS conversations and group chats),
message (single SMS), and character (individ-
ual keystrokes entered across applications). Fi-
nally, the unique processing environment of
mobile devices opens up several methodologi-
cal and privacy issues, which we discuss.

1 Introduction

Unlike traditional NLP tasks (e.g., machine transla-
tion or question answering), NLP in the context
of psychological, social, and health sciences is
aimed at understanding how textual data can char-
acterize people. This includes stance or sarcasm
at document-level (Lynn et al., 2019), state-level
tasks, such as emotion prediction (Mohammad,
2016), trait-level tasks, such as personality pre-
diction (Park et al., 2015) or mental health appli-
cations (De Choudhury and De, 2014), or even
population-level tasks, for example, monitoring
the opioid epidemic via social media data (Giorgi
et al., 2023). Similarly, keystroke data (or typ-
ing dynamics, i.e., a succession of individual de-
pressions on a keyboard) has been used to predict
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Figure 1: Data flow diagram. Data stored and collected
on a mobile client is sent through AWARE-TEXT which
then processes the textual data and transmits raw (i.e.,
raw SMS or keystrokes) and lexical data to a remote
sever via a secure, encrypted connection. Privacy pre-
serving methods are shown in red.

emotions (Epp et al., 2011) and cognition (Brizan
et al., 2015). Historically, human-generated textual
data for such social science-oriented tasks is col-
lected from social media (e.g., Facebook, Reddit, or
Twitter), open-ended survey questions (Kjell et al.,
2022), or interviews (Son et al., 2023). However,
more recently, short message service (SMS or text
messaging) has received attention as a viable data
source (Liu et al., 2023; Meyerhoff et al., 2023;
Benoit et al., 2020; Nook et al., 2021; Stamatis
et al., 2022a,b; Tlachac and Rundensteiner, 2020;
Tlachac et al., 2022; Ameer et al., 2022). SMS,
and, more generally, mobile phone-based data, is
important for Just-in-Time Adaptive Interventions
(JITAIs), which can be used to deliver personal-
ized support and interventions in response to a per-
son’s changing physical and mental health (Nahum-
Shani et al., 2018).

AWARE-TEXT! is an Android mobile phone
application (or “app”) built to collect passive mo-
bile data (e.g., GPS locations and accelerometer
data) with particular emphasis on textual® data

"https://github.com/TTRUCurtis/aware-text
’To disambiguate text messages (or SMS) from text data
(data in the form of written text), we use the term textual data
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such as SMS and keystrokes. This app allows re-
searchers to collect raw textual data, both historical
data and prospective data in real time, as well as
lexical-based measures calculated on the device.
On-device processing of lexical-based measures,
such as sentiment or topics, inherently preserves
privacy: summary scores (e.g., sentiment) are trans-
mitted to a remote server and the underlying raw
data, which can be highly sensitive and contain
personally identifiable information (PII), does not
need to leave the mobile device.

In summary, AWARE-TEXT focuses on two
types of textual data (SMS data and keyboard input)
across four levels of granularity (person, conversa-
tion, message, and character). Across all data types
and levels AWARE-TEXT offers the ability to col-
lect raw data as well as lexical measures, which
inherently preserve privacy, as shown in Figure 2.
This package offers researchers the ability to col-
lect fine-grained textual data which can be used to
gain insight into tasks across natural language pro-
cessing, psychology, computational social sciences,
and psycho-linguistics.

2 Opverall System Design

The AWARE-TEXT package is an extension of
the AWARE mobile sensing framework, an open-
source package developed to passively collect mo-
bile phone sensor data, such as accelerometer, gy-
roscope, and GPS data (Ferreira et al., 2015). This
extension consists of two on-device plugins (to col-
lect SMS data and process lexical measures) and a
series of post-processing scripts for data aggrega-
tion and cleaning. Thus, AWARE-TEXT is able to
collect everything AWARE is able to collect, plus
additional textual data. While the AWARE frame-
work is available for both i0S and Android devices,
the AWARE-TEXT package is only available on
Android devices due to iOS restrictions on access
to raw SMS and keyboard data.

The high-level features of AWARE-TEXT are
shown in Figure 1. Here we see that AWARE-
TEXT pulls data from both the mobile device’s
keyboard and local SMS database (described be-
low). Both data types are then optionally processed
into lexical measures, after which the raw and pro-
cessed lexical data are stored in a temporary local
database. This data is transferred (via a secure
HTTPS connection) to a remote server and stored
in a final database. AWARE-TEXT is designed to

when referring to data in text form.
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Figure 2: AWARE-TEXT has anonymized both people
in the conversation and the exact text written within each
utterance, while preserving the conversation structure.

optimally transfer data whenever wifi connections
are available to minimize the amount of cellular
data the application uses. The temporary database
is then cleared so as not to duplicate data.

3 Data Types

AWARE-TEXT collects two types of raw text data:
SMS and keystrokes. While the keystroke data
is available in the original AWARE implementa-
tion, the keystrokes lexical processing is novel to
AWARE-TEXT, as is the SMS collection.

3.1 SMS

SMS data includes traditional SMS and more recent
types of messaging, including MMS (Multimedia
Messaging Service) and RCS (Rich Communica-
tion Services). This includes group messages (text
messages between three or more people) and reac-
tions to messages, such as emojis. Each message is
timestamped to indicate the time sent or received.
We note that only textual data is collected, and no
images or audio files are stored. Finally, informa-
tion on who is on the opposite end of the received
or sent SMS is stored via a hashed identifier. This
is done in such as way that hashes are consistent
across communications, which enables one to re-
construct conversations or identify SMS messages
sent to a particular (non-identifiable) person.

SMS collection can occur retrospectively (the
complete history of SMS stored on the mobile
device) and prospectively (all SMS messages ex-
changed while AWARE-TEXT is running). Ad-
ditionally, SMS is collected from both the person
running AWARE-TEXT on their device (i.e., sent
messages) as well as from others (i.e., all received
messages). Data collection is fully configurable,
and all combinations of retrospective/prospective
and sent/received are available.
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3.2 Keystrokes

Keystrokes are single depressions of a key on a key-
board and include non-standard characters such as
deletions and auto-completes, along with informa-
tion on the time between each key press. Keystroke
data is collected per application. This allows one
to measure typing dynamics in applications such
as Facebook Messenger or the local web browser.
For example (as seen in Table 1), if a user searched
“Taylor Swift*”, while misspelling the name, then
AWARE-TEXT would collect rows for each of “T”,
“Ta”, “Tai”, “Ta” (i.e., a deletion occurred), “Tay”,
etc. No passwords are collected via AWARE-
TEXT. Finally, we note that when applying lexical
measures to the keystroke data, we only consider
the complete keyboard input for a single typing ses-
sion (for example, input to a search engine) instead
of running lexica across each character.

4 Levels of Data Collection

AWARE-TEXT has been designed to enable anal-
ysis of textual data at various levels of granular-
ity: person, conversation, messages, and characters.
This is true of both raw data and lexical measures.
This flexibility is enabled by collecting data at a
low level and preserving summary statistics that
may be aggregated to higher levels of analysis.

Person-level data is available by aggregating raw
text (SMS or keystrokes) or lexical measures across
a person’s individual inputs (for example, their
lifetime SMS history). Conversations can be con-
structed by combining SMS data between pairs and
groups of people. This can include SMS from non-
consenting individuals (see Ethical considerations
below). Message data (raw or lexical) is obtained
by single SMS or complete keyboard input and
is the most basic unit available for lexical mea-
sures. Finally, raw character-level data is obtained
through keystroke inputs.

5 Privacy Preserving Lexical Measures

Running lexical measures on the device allows re-
searchers the ability to collect data across each
SMS or keystroke without necessitating the col-
lection of the underlying raw data. This raw data
could include sensitive information (e.g., revealing
search histories or SMS with PII) and data from
non-consenting individuals (e.g., SMS from peo-
ple communicating with the study participant). As
shown in Figure 2, the lexical measures can be

Device Timestamp Application Before After
ID Name Text Text
1 08/06/2023 12:46:56 Chrome T
1 08/06/2023 12:46:57 Chrome T Ta
1 08/06/2023 12:46:58 Chrome Ta Tai
1 08/06/2023 12:46:58 Chrome Tai Ta
1 08/06/2023 12:46:59 Chrome Ta Tay

2 08/12/2023 07:02:23  Instagram p

2 08/12/2023 07:02:23  Instagram p pi
2 08/12/2023 07:02:23  Instagram pi piz
2 08/12/2023 07:02:24  Instagram piz pizza

Table 1: Example keystroke data. Each row contains a
single depression of a key on the keyboard and includes
both the current text and the previous text, allowing one
to easily identify deletions and autocompletes.

applied to both ends of the conversation, thus ob-
fuscating both the exact people in the conversation
and their exact utterances while still preserving
both the overall conversation and individual turns
within the conversation. While mobile phones can
collect data in multiple languages, this tokenizer
is designed for English text, and thus would need
to be replaced for on-device processing of non-
English languages.

Preprocessing Applications on the Android OS
are Java and, more recently, Kotlin based. There-
fore, we use a Java-based tokenizer from the
Natural Language Processing for JVM languages
(NLP4J) project® developed by EmoryNLP. While
this tokenizer is not designed for noisy user-
generated textual data such as SMS, several key
features make it useful for this setting, such as
emoji recognition.

Lexical Data Table 2 shows a sample of the SMS
lexical data. Here we see both the Device ID (the
mobile device running AWARE-TEXT) and the
Contact ID as numeric or hashed identifiers, thus
removing any identifying information. Total Words
and Lexicon Words are, respectively, defined as the
total number of words in the message and the num-
ber of words in the intersection between the mes-
sage and the lexicon. This allows one to normalize
the lexicon score in various ways. Additionally,
this allows one to aggregate scores across levels.
For example, one could aggregate the stress scores
across messages in a given day, normalized using
the Total Words, to produce a daily stress score.
Similarly, this can be done across people, conver-
sations, or applications (via keystroke data).

3https://emorynlp.github.io/nlp4j/
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Device Lexicon Total Lexicon Score Contact Type Timestamp

ID Category Words  Words ID

1 stress 11 5 17.0798 9f27e sent 08/06/2023 12:46:56
1 happiness 11 7 1.17805 9f27e sent 08/06/2023 12:46:56
1 stress 4 1 0.382509 c3d17 received 08/07/2023 17:52:01
1 happiness 4 3 0.585531 c3d17 received  08/07/2023 17:52:01
2 loneliness 25 20 -45.5145  73e48;ca96d sent 08/07/2023 01:43:12
2 life satisfaction 25 6 0.0454235 73e48;ca9%6d sent 08/07/2023 01:43:12

Table 2: Example of lexical measures across the SMS data. Lexical measures include stress, happiness, loneliness,
and life satisfaction. The person on the other end of the conversation is consistently hashed (e.g., 9f27e) in order to
preserve conversations. Group messages include a list of all recipients. Total and Lexicon Words allow for different
types of normalization, as well as the aggregation of category scores across time and people.

Post-processing Given the sensitive nature of
the raw keystroke features, we include a post-
processing script that can be automatically run on
the remote AWARE server (Figure 1) to remove po-
tentially identifying information. This script uses
spaCy’s Named Entity Recognizer and regular ex-
pressions* to remove mentions of names, numbers,
places, etc. The explicit mentions are replaced
with their respective category names (e.g., “Taylor
Swift” is replaced with {NAME}), and the cate-
gory names are backpropagated through the data to
the first keypress in the explicit mention.

Data Aggregation The lexical data can be fur-
ther post-processed using the open-source RAPIDS
package (Vega et al., 2021). This package is used
to process raw mobile sensing data in order to ex-
tract behavioral features. In particular, RAPIDS is
designed to work with the AWARE and AWARE-
TEXT apps. This package can be used to aggregate
lexical measures across time, people, and appli-
cations and combinations of each. For example,
RAPIDS can aggregate lexical measures across
hours, days, or even applications and days together.

Prepackaged Lexical Measures AWARE-
TEXT comes prepackaged with state-of-the-art
lexica for measuring psychological well-being
from textual data (see original publications for
details): happiness (Giorgi et al., 2021), life satis-
faction (Jaidka et al., 2020), loneliness (Guntuku
et al., 2019b), politeness (Li et al., 2020), and
stress (Guntuku et al., 2019a).

Extending the Lexical Measures The prepack-
aged lexical measures in AWARE-TEXT can be
easily extended to include any measure that can
be decomposed into a category with weighted

*https://github.com/madisonmay/CommonRegex

words (note that weights can be trivially set to
one for all words). For example, this can include
Latent Dirichlet Allocation (LDA) topics, where
weights are conditional probabilities estimated
through the LDA process. This can also include
other popular lexical measures such as LIWC (Pen-
nebaker et al., 2001), the NRC Emotion/Valence-
Arousal-Dominance/Sentiment lexica (Mohammad
and Kiritchenko, 2015; Mohammad, 2018), and
ANEW (Warriner et al., 2013).

6 Methodological Considerations

Running on-device computation opens up method-
ological and computational issues. First, while
many NLP tools exist in Java, such as the Stanford
CoreNLP toolkit (Manning et al., 2014), most mod-
ern libraries are written in Python, making them in-
accessible in an Android environment. Thus, many
new technologies, such as contextual embeddings,
are unavailable for on-device processing. Second,
one must consider the person using the device. For
example, high computation can quickly drain the
phone’s battery or slow down other applications.
Similarly, transferring large amounts of data to a re-

Facebook SMS

Age .68 45
Gender| 91 .80*
Depression .36 .29
Life Satis. 21 .14
Stress 21 18

Table 3: Product moment correlations (or T accuracy)
between language estimates and self-reports across both
platforms reported in Liu et al. (2023). * significant
difference in bootstrapping test between the SMS and
Facebook correlations.
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Open Source

SMS Keystrokes On-device Lexical Processing

AWARE-TEXT v v v v
AWARE (Ferreira et al., 2015) v v

Beiwe (Onnela et al., 2021) v v

EARS (Lind et al., 2018) v v

Passive Data Kit (Audacious Software, 2018) v v
m-Path (Mestdagh et al., 2023) v

mindLAMP (Torous et al., 2019) v v

Table 4: Comparison of recent mobile sensing platforms in their textual data collecting capabilities. AWARE-
TEXT is the only open-source app which collects multiple types of data while offering on-device processing.

mote server can quickly increase data usage and the
user’s mobile phone bill. These issues can cause
participants to uninstall AWARE-TEXT which can
lead to low study completion rates. Thus, algo-
rithms should reduce run-time and throughput.

7 Case Study

To date, one study has used the AWARE-TEXT app
with a sample of 120 participants who installed
AWARE-TEXT, answered a series of self-reports,
and shared Facebook language data. This study
compared preexisting social media-based lexical
models in their ability to predict self-reports when
applied to out-of-domain textual data (Liu et al.,
2023). It applied five models trained from Face-
book language to predict self-reported age, gender,
depression, life satisfaction, and stress. Each model
was separately applied to SMS and Facebook posts,
and the resulting model predictions were compared
to self-reports. We report their findings in Table 3.
The results from this study show that for three out
of five models, the SMS-based predictions did not
statistically differ from the Facebook-based pre-
dictions, indicating that SMS is a potential data
source for investigating social-psychological traits
of people. This paper represents a preliminary anal-
ysis, and further investigation is needed into the
strengths and weaknesses of SMS data.

8 Comparison of Mobile Text Apps

There are several apps which allow for either SMS
retrieval or keystroke logging. SMS retrieval apps
are typically designed for personal use, such as
data backups and phone transfers, such as SMS
Backup & Restore’, or legal discovery, such as
Logikcull®. Finally, there are also apps used for

Shttps://www.synctech.com.au/sms-backup-restore/
Shttps://www.logikcull.com/

survey collection via SMS, such as ODK’. These
apps send questions and receive answers via SMS,
and data collection is typically limited to retrieving
the survey question responses. Keylogging apps are
typically designed for the purpose of monitoring,
such as Kidlogger® which allows parents to monitor
their children’s phone activity. Thus, most apps
which collect this data are not used for general data
collection and research purposes.

Apps which collect SMS or keystroke data that
are designed for research purposes are typically in
the domain of mobile phone-based sensing soft-
ware. There are several popular apps in this domain
which have been used for social scientific research.
In Table 4, we summarize the textual data collect-
ing capabilities of several apps (those updated since
2018%). We note that AWARE-TEXT is the only
open-source app which collects multiple types of
text data while offering on-device processing.

9 Conclusions

AWARE-TEXT is a novel data collection applica-
tion for Android mobile phones designed to capture
textual data through SMS and keystrokes. This ap-
plication allows researchers to collect data from
consenting participants at multiple levels of granu-
larity (person, conversation, message, and charac-
ter) with the additional ability to collect both raw
and aggregate lexical measures which preserve pri-
vacy. Over 85% of Americans own smartphones,
and a growing number identify as smartphone de-
pendent (i.e., smartphone serves as their primary
means of online access). Thus, mobile phones offer
a rich data source, which can be used as a lens into
the daily lives of large sections of the population.

https://odk.org/
8https://kidlogger.net/
*https://w.wiki/7qPn
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Ethical Considerations

While AWARE-TEXT allows one to collect
anonymized data (in the form of lexical based mea-
sures) and offers post-processing cleaning scripts, it
does offer the ability to collect raw data. Raw SMS
and keystroke data can contain highly sensitive and
identifying information, such as names and social
security numbers. Similarly, passwords (while not
collected in the keystroke data) can be found in
SMS data. It also offers the ability to collect data
from non-consenting individuals in the form of re-
ceived SMS. While no identifying information is
explicitly collected from these individuals (e.g., all
mobile phone numbers are hashed), the SMS data
may contain sensitive information. Working with
such data therefore requires a high level of care.

Collecting SMS data across conversations in-
volves collecting data from non-consenting individ-
uals. As discussed above, AWARE-TEXT offers
the ability to collect de-identified lexical features as
opposed to the underlying raw data. If the raw SMS
data must be collected then AWARE-TEXT offers
post-processing scripts that attempt to automati-
cally remove sensitive and identifying information,
which we highly recommend using. The result-
ing text (associated to an individual only with a
hashed identifier) may be considered de-identified
and, therefore, might not always be considered hu-
man subjects research. These distinctions should
ultimately be decided by an Institutional Review
Board. Note that further privacy preserving actions
can be taken in order to help ensure equitable data
collection. One study which collected both sides
of SMS conversations (Song et al., 2014), offered
participants the ability to remove or alter text and
asked participants to consider the preferences of
their conversation partners when removing sensi-
tive text!©.

While outside of the scope of the AWARE-
TEXT app, when storing this data on remote servers
we recommended following standard security pro-
tocols such limited access, encryption, and two fac-
tor authentication. When collecting other measures
from participants (such as surveys, demographics,
or medical records), we recommend that raw data
from AWARE-TEXT be stored separately and, if
possible, on separate machines.

Mobile sensing, in general, opens up several
ethical and privacy issues, especially in the con-
text of health or when used to collect data from

19This study did not use AWARE-TEXT.

vulnerable populations; see Breslin et al. (2019)
and Fuller et al. (2017) for in-depth discussions on
such issues. At a minimum, we believe all uses
of AWARE-TEXT should obtain approval from
an ethical review board (e.g., Institutional Review
Board or Ethics Committee). Similarly, researchers
should follow informed consent principals when
recruiting study participants.
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