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Abstract

In Africa, and the world at large, there is an in-
creasing focus on developing Neural Machine
Translation (NMT) systems to overcome lan-
guage barriers. NMT for Low-resource lan-
guage is particularly compelling as it involves
learning with limited labelled data. However,
obtaining a well-aligned parallel corpus for low-
resource languages can be challenging. The
disparity between the technological advance-
ment of a few global languages and the lack
of research on NMT for local languages in
Chad is striking. End-to-end NMT trials on
low-resource Chad languages have not been
attempted. Additionally, there is a dearth of
online and well-structured data gathering for re-
search in Natural Language Processing, unlike
some African languages. However, a guided
approach for data gathering can produce bitext
data for many Chadian language translation
pairs with well-known languages that have am-
ple data. In this project, we created the first
sba-Fr Dataset, which is a corpus of Ngambay-
to-French translations, and fine-tuned three pre-
trained models using this dataset. Our exper-
iments show that the M2M100 model outper-
forms other models with high BLEU scores on
both original and original+synthetic data. The
publicly available bitext dataset can be used for
research purposes. 1

1 Introduction

Differential access to information is a pervasive
issue in both developed and developing nations,
reinforced by physical, social, and economic struc-
tures. The problem is especially acute in rural areas,
where the lack of communication technology such
as the internet can severely limit access to informa-
tion. Furthermore, automated translation tools face
significant challenges in dealing with low-resource

1https://github.com/Toadoum/Ngambay-French-Neural-
Machine-Translation-sba fr v1-

language pairs and morphologically rich languages,
leading to limited cultural exchange and market
integration for certain nations. A major contributor
to this problem is the fact that internet research
is primarily conducted in languages such as En-
glish, French, Spanish, German, etc. resulting in
limited data availability for other languages. As a
result, Machine Translation (MT) is heavily depen-
dent on parallel text or ”bitext,” leaving speakers
of languages with limited data resources or par-
allel corpora at a disadvantage when it comes to
building MT models (McCarthy, 2017). To make
the recent successes of MT systems accessible and
inclusive, research efforts should focus on identi-
fying and closing the technological gap between
these languages that lack digital or computational
data resources. Addressing this gap will require
innovative approaches for data collection and pro-
cessing, as well as the development of new MT
models that can effectively operate with limited
resources. The Ngambay language is one of such
marginalized and low-resource language facing the
challenges of information access and automated
translation. As an example of a morphologically
rich language, Ngambay encounters significant dif-
ficulties in finding adequate translation resources,
limiting cultural exchange and economic integra-
tion opportunities. The scarcity of internet research
conducted in languages like Ngambay further ex-
acerbates this problem, leaving speakers of such
languages at a disadvantage in building MT mod-
els. Bridging the technological gap for languages
with limited digital and computational resources,
like Ngambay, is essential to ensure inclusivity and
accessibility to the recent successes of MT systems.
This research aims to contribute to the advancement
of NMT for low-resource languages like Ngambay,
making strides toward more equitable access to
information and linguistic inclusion.
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2 Related Work

Machine translation is a crucial subfield of Natu-
ral Language Processing (NLP) that utilizes com-
puters to translate natural languages. Recently,
end-to-end neural machine translation (NMT) has
emerged as the new standard method in practi-
cal MT systems, leveraging transformer models
with parallel computation and attention mechanism
(Zhixing et al., 2020). Although NMT models re-
quire extensive parallel data, which is typically
only available for a limited number of language
pairs (Surafel et al., 2018), some research has been
conducted on NMT using rare African languages
such as Swahili, Hausa, Yoruba, Wolof, Amharic,
Bambara, Ghomala, Ewe, Fon, Kinyarwanda, and
others. (Emezue and Dossou, 2020) introduced
the FFR Dataset, a corpus of Fon-to-French trans-
lations, which included the diacritical encoding
process and their FFR v1.1 model, trained on the
dataset. In their 2020 paper titled ”Neural Machine
Translation for Extremely Low-Resource African
Languages: A Case Study on Bambara,” (Tapo
et al., 2020) introduced the pioneering parallel
dataset for machine translation of Bambara to and
from English and French. This dataset has served
as a significant milestone as it has provided the
foundation for benchmarking machine translation
results involving the Bambara language. The au-
thors extensively address the unique challenges
encountered when working with low-resource lan-
guages and propose effective strategies to over-
come the scarcity of data in low-resource machine
translation. Their research sheds light on the po-
tential solutions for improving machine transla-
tion in similar linguistic contexts. By tackling
the data scarcity issue, (Tapo et al., 2020)’s work
contributes to the advancement of machine transla-
tion for under-resourced languages. (Adelani et al.,
2022) have created a new African news corpus
covering 16 languages, including eight that were
not part of any existing evaluation dataset. They
demonstrated that fine-tuning large pre-trained
models with small amounts of high-quality transla-
tion data is the most effective strategy for transfer-
ring to additional languages and domains. (Nekoto
et al., 2022), in their paper ”Participatory Transla-
tions of Oshiwambo”, built a resource for language
technology development and culture preservation,
as well as providing socio-economic opportunities
through language preservation. They created a di-
verse corpus of data spanning topics of cultural

importance in the Oshindonga dialect, translated
to English, which is the largest parallel corpus for
Oshiwambo to-date (Nekoto et al., 2022). Other
works have also been conducted on African lan-
guages, and many of them have websites for data
crawling, such as JW300 and BBC. However, there
is currently no research related to the Ngambay
language or any other local language in Chad, and
it is difficult to find websites related to these lan-
guages, such as newspapers or other sources, such
as JW300.

3 Ngambay

Lewis, Simons, and Fennig (2013) reported
896,000 Ngambay speakers in Chad and 57,000 in
Cameroon (Wikipedia). According to (Ndjérassem,
2000) J.H. Greenberg’s classification in The Lan-
guages of Africa places Ngambay in the Nilo-
Saharan family, Chari-Nil subfamily, Central Su-
danese group, and Bongo-Baguinnian subgroup.
Tucker and Bryan classify Ngambay as Bongo-
Baguinnian, Sara group. Lakka and Mouroum,
closely related to Ngambay, share a fair amount
of homogeneity, though they differ in vocabulary
and pronunciation. (John, 2012) states that Ngam-
bay is related to Western Saras, Kaba, and Laka.
Ngambay is spoken in Eastern Logone, Tandjile,
Moyen-Chari, Mayo-Kebbi, and Chari-Baguirmi
prefectures. It is used as a lingua franca by other
ethnic groups. In 1993, 812,003 Ngambay lived in
Chad, with at least half in Logone Occidental. The
Ngambay people call their language ”tàr Ngàmbáı́”
or ”tà Ngàmbáı́”. Protestant priests and missionar-
ies helped many Ngambay speakers learn to read
and write. They translated the New Testament
and Bible into Ngambay, titled ”Testament ge cigi”
and ”Maktub ge to qe kemee” respectively. Ngam-
bay hymns include ”Pa kula ronduba do Mbaidom-
baije’g”. It is worth noting that a monthly evangel-
ical magazine called Dannasur was published for
several decades until its discontinuation in 1995, or
possibly more recently.

However, it is regrettable that the transcription of
Ngambay has not taken into account its distinctive
feature of tones. Several studies have already been
conducted on this language, including the work
of Charles Vandame (Archbishop of N’Djamena
before) titled The Ngambay-Moundou, which was
published in 1963 (Ndjérassem, 2000).
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4 Problem of Education

The economic difficulties of recent years have had
a significant impact on the education sector of
Chad, leading to stagnation or even a decline in the
quality and effectiveness of the education system.
School infrastructure has deteriorated rapidly, and
there is a lack of motivated and qualified staff,
with illiteracy remaining prevalent and gender
disparities showing no signs of improvement.
Although the primary school enrollment rate is
relatively high at 86.85%, only 41.32% of students
complete primary school. When compared with
Niger, a neighbouring African country facing
similar challenges, the data is disappointing, with
Niger having a primary school enrollment rate of
73.43% and nearly 72% of students completing
primary school. A recent sectoral analysis of
the Chadian education system highlights several
deficiencies, including low enrollment rates,
a lack of textbooks and inadequate classroom
equipment, unqualified teachers, and limited access
to higher education. Therefore, several changes
are necessary to improve education in Chad. The
PAQEPP (Projet d’amélioration de la qualité de
l’éducation par une gestion de proximité) project,
funded by the French Development Agency, aims
to address these issues, involving 50 schools
in Moundou and N’Djamena. The project was
scheduled to run for four years, from 2017 to 2021,
and involved more than 700 teachers and nearly
55,000 students. However, due to the global health
crisis (COVID-19), the project has been extended
until 2023.

One possible solution to address such problems
is the development of efficient Machine Translation
Models that can be deployed on edge devices to
help overcome language barriers, as many people
face difficulties in accessing education. Creating
high-quality datasets for research in NMT is crucial
for building these models.

5 Data creation

In data creation, we utilized two sources. The first
source was The Sara Bagirmi Languages Project
which provided us with the fifth edition (2015) of
the Ngambaye to French dictionary in PDF format.
However, due to the complexity of performing web
scraping on a PDF, we manually created a parallel
corpus of 1,176 sentences with short to medium
lengths from the most commonly used sentences in

daily life using a Google form. The second source
was YouVersion Bible, an online Bible translated
into multiple languages, including Ngambay. Us-
ing R programming, we performed web scraping
on the website, but the Ngambay translation did not
include all the verses like the French version. We
extracted up to 34,647 sentences, but there were
various grammatical errors, incorrect and incom-
plete translations, and inconsistencies. To ensure
the quality of the data after crawling, we gave the
dataset to native speakers of Ngambay and other
linguists, including the Association of People trans-
lating the Bible from French to Ngambay in Chad,
to check for problematic translations, misspellings,
and duplicated sentences following Nekoto et al.
(2020). After quality control, we combined the
two bitext datasets, dropped inconsistent and in-
complete translations, and ended up with 33,073
sentences for use in this project.

The morphological characteristics of a language
can have a significant impact on its sentence struc-
ture and complexity. Our analysis revealed that
the Ngambay language has a relatively simple mor-
phology compared to French, which contributes
to shorter sentences and fewer words. In contrast,
French has a highly inflected morphology, result-
ing in longer and more complex sentences with a
larger vocabulary. These differences in morphology
pose a challenge for Machine Translation systems,
as they must be trained on parallel texts that are
aligned at the sentence and word levels. Given the
complexity of French and the simplicity of Ngam-
bay, it is essential to develop effective strategies
for handling the morphological variations in each
language when building MT models. By under-
standing the unique features of each language, we
can improve the accuracy and effectiveness of MT
systems for languages with varying levels of com-
plexity.

5.1 Data Split

Splitting our bitext data into training, validation,
and test sets using a 20% split size is a common ML
practice for creating reliable, precise, and general-
izable models. After splitting, our sets had 21,166,
6,615, and 5,292 sentences respectively for train,
validation and test. We used the Python package
jsonlines2 to convert our CSV files to JSON format
to match Hugging Face’s pre-trained models.

2https://jsonlines.readthedocs.io/en/latest/

https://morkegbooks.com/Services/World/Languages/SaraBagirmi/#title
https://chop.bible.com/fr/
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6 Models and Methods

We have used three transformer-based language
models in our experiments: MT5 (Xue et al., 2021),
ByT5 (Xue et al., 2022), and M2M100 (Fan et al.,
2021). Transformers are a type of neural net-
work architecture that has become popular in NLP
since 2017 (Vaswani et al., 2017). They are used
in many cutting-edge NLP applications. Unlike
RNNs, transformers use a self-attention mecha-
nism to weigh input sequence importance when
making predictions. The transformer architecture
consists of an encoder and decoder, which can be
trained for NLP tasks such as machine translation,
text classification, and language modelling. The
encoder produces hidden representations from the
input sequence, and the decoder uses them to gen-
erate the output sequence (Vaswani et al., 2017).

6.1 M2M100

M2M100 is a large multilingual machine transla-
tion model proposed by (Fan et al., 2021). It uses a
shared representation space and a pivot language
to enable translations between 100 languages,
including low-resource and non-Indo-European
languages. The model outperforms previous
multilingual models and achieves state-of-the-art
results on various translation benchmarks(Fan
et al., 2021).

6.2 ByT5

ByT5 is a byte-to-byte transformer model intro-
duced by (Xue et al., 2022). It operates at the
byte level, eliminating the need for tokenization
and making it suitable for languages with complex
scripts or non-standard formatting. ByT5 outper-
forms existing token-based models on benchmark
datasets, including those with low-resource lan-
guages (Xue et al., 2022).

6.3 MT5

MT5 is a massively multilingual pre-trained
text-to-text transformer proposed by (Xue et al.,
2021). It is trained on a large corpus of text in
over 100 languages and can directly translate
between any pair of languages without relying on
English as an intermediate step. The text-to-text
approach and diverse training tasks contribute
to its versatility and performance (Xue et al., 2021).

Fine-tuning pre-trained models on a new low-
resource language like Ngambay requires careful
consideration of the available data and the best
approach to utilizing it. As noted by (Adelani et al.,
2022), one effective way to fine-tune pre-trained
models is to follow a process. It is essential to
select a target language that is represented in all the
pre-trained models. In this case, we chose Swahili
(sw) as our target language since it is a commonly
used language that is present in most pre-trained
models. This allows us to leverage the existing
knowledge contained in the pre-trained models and
adapt it to the new African language (Adelani et al.,
2022).

6.4 Hardware and Schedule

Our models were trained on a single machine
equipped with 2 NVIDIA T4 GPUs, 32 vCPUs,
and 120 GB of RAM. During the training process,
optimization steps for M2M100, ByT5, and MT5
took an average of 5 seconds, 2 seconds, and 4 sec-
onds, respectively, based on the pre-trained models
and hyperparameter described in the section 6.5.
We trained our models for a total of 133,080 opti-
mization steps. The M2M100 model was trained
for 1 day, 15:02:53.55, ByT5 for 1 day, 0:56:06.98,
and MT5 for 20:46:36.98.

6.5 Performance Evaluation Metrics and
Hyperparameters

In this project, we utilized BLEU as a means of au-
tomatically evaluating machine translation. BLEU
evaluates the adequacy of machine translation by
analyzing word precision, as well as the fluency of
the translation by calculating n-gram precisions.
This method returns a score within a range of
[0, 1] or on a [0, 100] scale. We specifically
implemented SacreBLEU, which provides dataset
scores instead of segment scores. A higher score
indicates a translation that is closer to the reference
(Papineni et al., 2002):

Using the HuggingFace transformer tool, we
fine-tuned pre-trained models with settings that
included a learning rate of 5e-5, a batch size of 5,
maximum source and target lengths of 200, a beam
size of 10, and a total of 60 epochs.

7 Results and Discussion

This section will detail our training process,
specifically discussing the data augmentation
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method we used to enhance the performance of our
pre-trained models. Our source language is French
(Fr), while the target language is Ngambay (sba).

Our experiment aimed to identify and select the
model that performed best among the pre-trained
models when trained on the original bitext data,
then use the selected model to generate synthetic
data. Of the three pre-trained models we fine-tuned,
M2M100 achieved the highest Evaluation BLEU
score of 33.06, followed by ByT5 with a score of
28.447 when trained on a sample of 21,166, as
shown in Table 1. This can be attributed to the fact
that M2M100 is a multilingual model trained on a
diverse set of parallel corpora from 100 languages,
including news articles, subtitles, and other pub-
licly available texts. It employs a shared encoder-
decoder architecture that can be fine-tuned for spe-
cific language pairs and integrates multiple tech-
niques to improve performance (Fan et al., 2021).

7.1 Data Augmentation using French
monolingual data

In their 2016 paper, (Sennrich et al., 2016) pro-
posed a method to enhance NMT models with
available monolingual data for many languages.
The two-step process involves training a language
model on the bitext data and then using it to gener-
ate synthetic parallel sentences for the NMT model
by translating the monolingual sentences into the
target language (Sennrich et al., 2016). (Tonja et al.,
2023) proposed Source-side Monolingual Data In-
jection (SMDI) to enhance low-resource NMT sys-
tems. A language model is trained on a parallel
corpus and used to generate synthetic parallel sen-
tences by translating the monolingual sentences
into the target language. Evaluations on several
low-resource language pairs showed that SMDI
consistently improved NMT system quality (Tonja
et al., 2023).

We are tackling a low-resource language with
little in-domain data for Neural Machine Trans-
lation. Thus, we use a method similar to (Sen-
nrich et al., 2016). To generate synthetic paral-
lel data for Ngambay-French translation we have
used the fra news 2022 100K-sentences.txt dataset
from the Leipzig Corpora Collection/Deutscher
Wortschatz, containing 100,000 sentences related
to 2022 news (politics, sport, entertainment, etc.)
because no monoligual Ngambay data exists, un-
less in hard copy, hence, input (Fr) monolingual

source-side. We create synthetic bitext data from
French monolingual data. We split the monolingual
data into sentences, and perform noisy translation
to Ngambay then combine the translated sentences
to form a synthetic bitext corpus.

Algorithm 1 Generating synthetic bitext data &
training

Require: • Original bitext dataset: sba− Fr

• French Monolingual dataset: Frm

• Target synthetic dataset: sbasynth

• Synthetic bitext dataset: sbasynth − Frm

• Languages: Fr, sba

• Translation model: NMT Fr → sba
Ensure: • Train NMT on sba− Fr

• split Frm into sentences

• generate synthetic sbasynth by translating
Frm sentences using trained and saved
NMT

• Combine sentences from Frm and
sbasynth to create sbasynth − Frm

• Add sba−Fr and sbasynth−Frm to create
new bitext data

• Retrain the model using the new bitext data.

In machine translation, a model is typically
trained on original bitext data, and then utilized to
translate a set of monolingual source sentences into
the target language. This process generates pseudo-
parallel training data, also known as synthetic data.
The synthetic data is subsequently combined with
the authentic parallel data to train and improved
the model, following the self-training concept intro-
duced by (He et al., 2020). This involves training
a model on labelled data and using it to generate
pseudo-labelled data, which is then added to the
training set to enhance the model’s performance
(He et al., 2020).

We used French monolingual data to generate
translations for Ngambay. We combined these to
create synthetic bitext data (see section 7.1). Train-
ing our models on both the original and synthetic
data increased the M2M100 and ByT5 model’s
Evaluation BLEU score by more than 11 points
compared to the original data alone. The MT5
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Models M2M100 ByT5 MT5
Eval BLEU 33.06 28.447 22.12
Predict BLEU 32.6016 32.6016 22.0481
Eval loss 1.7661 0.5152 1.0874
Train sample 1166 24366 21166
Train runtime 1 day, 15:02:53.55 1 day, 0:56:06.98 20:46:36.98

Table 1: Result of Fine-tuning M2M100, ByT5, and, MT5 using original Dataset.

model’s Evaluation BLEU score increased by more
than 2 points compared to the original dataset. This
result is consistent with Tonja et al. (2023), who
used target monolingual data in self-training ex-
periments. Table 2 shows that M2M100 outper-
forms the other two models with original and orig-
inal + synthetic data. (Agostinho Da Silva et al.,
2023) with their work ”Findings from the Bambara
- French Machine Translation Competition (BFMT
2023)” have used Cyclic backtranslation, aims to
enhance the model’s learning by utilizing both the
training dataset and a monolingual dataset. At each
step k, they encourage the Machine Translation
(MT) model for each direction to learn from a com-
bination of the original training dataset, sentences
generated synthetically, and sentences generated
by the MT model of the opposite direction from
the previous step. This approach allows the model
to benefit from the diverse data sources, leading to
improved performance and robustness. They have
also used M2M100 model (Fan et al., 2021) as their
starting point due to its outstanding performance,
achieving the highest scores. (Adelani et al., 2022)
demonstrated this in their project entitled “A Few
Thousand Translations Go A Long Way!”, they cre-
ated an African news corpus with 16 languages,
including 8 not in any existing evaluation dataset.
M2M100 adapts faster than ByT5, and in most
cases, it outperforms the other models and this
have been confirmed by (Team et al., 2022)’s re-
sults. The M2M100 model is capable of translating
between 100 languages in a many-to-many man-
ner, which means it can translate any language pair
among the 100 supported languages. The model is
trained using a novel approach called Cyclic Back-
translation, which enables the model to learn from
both the original training dataset and a synthetic
dataset generated through translation of monolin-
gual dataset. By leveraging a large amount of mul-
tilingual data, the M2M100 model demonstrates
significant improvements in translation quality for
various language pairs. Hence, it consistently de-

livers superior results in most cases.

8 Conclusion

The primary objective of this study is to demon-
strate the possibility of gathering data on Chadian
languages, similar to how other African countries
do, and utilizing this data to develop a Machine
Translation (MT) system. Specifically, the aim is
to establish an MT system for the Ngambay lan-
guage as an example for other Chadian languages.
By doing so, we hope to set a benchmark for the
accuracy of Chadian MT systems. To achieve this
goal, we constructed the first bitext dataset for
Ngambay-French and fine-tuned three transformer-
based models (M2M100, ByT5, and MT5). Our
experimental results indicate that M2M100 out-
performs the other models and that monolingual
source-side can enhance the performance of all
models. We believe that such MT system can be
integrated into electronic devices to overcome lan-
guage barriers. However, this work has limitations
that future studies can address

9 Limitations

Challenges exist in developing Neural Machine
Translation (NMT) systems for low-resource lan-
guages in Chad. Obtaining a well-aligned paral-
lel corpus is difficult, leading to inadequate train-
ing in translation models. Furthermore, techno-
logical advancement in NMT focuses on global
languages, leaving a research gap for local lan-
guages in Chad. Consequently, end-to-end NMT
trials for low-resource Chad languages have not
been conducted. Online and structured data gath-
ering for NLP research in Chadian languages is
limited, making it hard to acquire enough data
for successful NMT model training. A guided ap-
proach was used with languages having abundant
data, but this may not capture the local languages’
complexities, potentially affecting model perfor-
mance. The M2M100 model’s generalization to
other low-resource Chadian languages is uncertain.
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Models M2M100 ByT5 MT5
Eval BLEU 53.1034 43.0504 24.6858
Predict BLEU 52.6012 42.52518 24.4494
Eval loss 1.1236 0.2801 0.9246
Train sample 24366 24366 24366
Train runtime 1 day, 12:00:14.38 1 day, 13:36:28.15 1 day, 3:10:09.87

Table 2: Result of Fine-tuning M2M100, ByT5, and, MT5 using original + synthetic Dataset.

Biases in the sba-Fr Dataset used in the project
could affect the model’s accuracy and practicality.

10 Future Work

To address the limitations of our current study, fu-
ture research can focus on several aspects. Firstly,
our dataset predominantly originates from the bible,
which may introduce biased religious references.
To mitigate this bias, researchers can collect more
diverse and general text data for the Ngambay lan-
guage.

Additionally, exploring advanced techniques like
circular Back-translation using monolingual target
source-side and Meta-Learning for Few-Shot NMT
Adaptation, as proposed (Sennrich et al., 2016) and
(Kim et al., 2019) respectively, could lead to en-
hancements in both the dataset quality and the over-
all performance of the machine translation (MT)
system. These techniques have shown promise in
improving MT systems by leveraging additional
data and adapting to low-resource languages like
Ngambay more effectively.
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Mbai-Yelmia Ngabo Ndjérassem. 2000. Phonologie du
Ngambai, parler de Benoye (Tchad), volume 12/13 of
University of Leipzig papers on Africa (ULPA): lan-
guages and literatures series. Institut für Afrikanis-
tik, Univ. Leipzig, Leipzig. Includes bibliographical
references (p. 71-74).

Wilhelmina Nekoto, Julia Kreutzer, Jenalea Rajab, Mil-
licent Ochieng, and Jade Abbott. 2022. Participa-
tory translations of oshiwambo: Towards sustain-
able culture preservation with language technology.
AfricaNLP.

Wilhelmina Nekoto, Vukosi Marivate, Tshinondiwa
Matsila, Timi Fasubaa, Taiwo Fagbohungbe,
Solomon Oluwole Akinola, Shamsuddeen Muham-
mad, Salomon Kabongo Kabenamualu, Salomey
Osei, Freshia Sackey, Rubungo Andre Niyongabo,
Ricky Macharm, Perez Ogayo, Orevaoghene Ahia,
Musie Meressa Berhe, Mofetoluwa Adeyemi,
Masabata Mokgesi-Selinga, Lawrence Okegbemi,
Laura Martinus, Kolawole Tajudeen, Kevin Degila,
Kelechi Ogueji, Kathleen Siminyu, Julia Kreutzer,
Jason Webster, Jamiil Toure Ali, Jade Abbott,
Iroro Orife, Ignatius Ezeani, Idris Abdulkadir Dan-
gana, Herman Kamper, Hady Elsahar, Goodness
Duru, Ghollah Kioko, Murhabazi Espoir, Elan van
Biljon, Daniel Whitenack, Christopher Onyefuluchi,
Chris Chinenye Emezue, Bonaventure F. P. Dossou,
Blessing Sibanda, Blessing Bassey, Ayodele Olabiyi,
Arshath Ramkilowan, Alp Öktem, Adewale Akin-
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