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Abstract

Advances in conversational Al systems, pow-
ered in particular by large language models,
have facilitated rapid progress in understanding
and generating dialog. Typically, task-oriented
or open-domain dialog systems have been de-
signed to work with two-party dialog, i.e., the
exchange of utterances between a single user
and a dialog system. However, modern dialog
systems may be deployed in scenarios such as
classrooms or meetings where conversational
analysis of multiple speakers is required. This
survey will present research around computa-
tional modeling of “multi-party dialog”, out-
lining differences from two-party dialog, chal-
lenges and issues in working with multi-party
dialog, and methods for representing multi-
party dialog. We also provide an overview of
dialog datasets created for the study of multi-
party dialog, as well as tasks that are of interest
in this domain.

1 Introduction

Dialog systems are increasingly a part of our per-
sonal and professional lives, and have made their
way into domains such as healthcare (Valizadeh and
Parde, 2022), business (Sang and Bao, 2022), and
education (Litman and Silliman, 2004). Predomi-
nantly, research on dialog systems investigates how
to develop task-oriented or open-domain systems
that individual users can interact with, to accom-
plish routine tasks or engage in chit-chat. Con-
versations in such settings tend to be two-party
or dyadic conversations, that is, involve only two
participants, the system and the user, who may typ-
ically alternate turns while speaking. However, for
applications such as classroom tutoring assistants
or meeting summarization, dialog systems need to
be able to understand and participate in multi-party
dialog — interactions between multiple humans.
However, multi-party dialog is structurally dif-
ferent from dyadic dialog, requiring systems to be
designed with their characteristics in mind. For

. Sam: | use my TV as monitor in living room — Thread 1
U1 ) and like screensaver playin if not using .

Tommy: Try commenting
out the “v4I” module . 3

—— Thread 2

Sam: Comment them out where in xorg ’.7]
Jessica: Could u help me to .
find a driver for my card ? Ug
Tommy: Looking. Should use
the r8169 driver URL .
Jessica : Thanks, i am going m
to check that all out.
Tommy : Comment that out in
your FILEPATH file .
Figure 1: An example of a multi-party interaction, with

speakers and threads marked. Figure from Shen et al.
(2023)

instance, looking at the chat conversation in Fig-
ure 1, we see that the conversations are non-linear
and interleaved, and utterances can be implicitly
addressed to a specific participant(s). Conversa-
tional analysis of this interaction would require
understanding each sub-dialog, and require resolv-
ing the speaker and addressees of each utterance.
Responses by the dialog agent would also require
determining which participant the response should
be directed to. If multiple dialog agents are present,
response management also requires determining
which agent takes the turn. For the purposes of this
study, we only consider scenarios with multiple
human participants, and one dialog agent.

In this paper, we survey research that investi-
gates the computational modeling of multi-party
dialog !. We first introduce the characteristics of
multi-party dialog based on early work in conver-
sational analysis, focusing on ways in which they
differ from two-party dialog. Based on these dif-
ferences, we outline some of the challenges that
face systems operating in this setting, and their so-
lutions that have been investigated by the field. In
Section 5, we present a comprehensive overview

'Unless stated otherwise, the systems and datasets we
describe are focused on English dialog.
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of representation learning methods for multi-party
dialog, focusing on the merits of modeling infor-
mation flow through graph structures, and discuss
deep learning methods for obtaining and encoding
these structures. Finally, we conclude with a discus-
sion of opportunities for future work in multi-party
dialog modeling.

2 Characteristics of Multi-Party Dialog

Participant Roles: The defining characteristic of
multi-party dialog is the presence of multiple par-
ticipants or interlocutors in a conversation. While
in a two-party interaction, one participant takes on
the role of the speaker in a turn and the other partic-
ipant takes on the role of listener or “addressee”, an
utterance in a multi-party conversation not only has
multiple candidate addressees, but could also be di-
rected at multiple listeners at the same time. Traum
(2004) further defines participant roles based on
their degree of participation at various stages in
the conversation: in-context listeners have heard
all the previous utterances and may interpret the
current utterance differently from a listener with
no prior context; active participants are engaged in
the conversation and play the roles of speakers and
addressees, whereas overhearers may receive utter-
ances but do not participate in the conversation.

Initiative and turn-taking: Traum (2004) ob-
serve that while many two-party dialog systems
are mixed-initiative or user-initiative driven, multi-
party dialog tends to be asymmetric in display-
ing initiative, with some participants dominating.
Multi-party dialog may also include simultaneous
conversations about multiple distinct topics (Elsner
and Charniak, 2008). Aoki et al. (2006) analyze
spontaneous social conversations in small groups,
focusing on the nature of turn-taking in simultane-
ous conversations. Of particular interest are con-
versational floors (Sacks et al., 1974), which are
structures that can be composed of one turn at a
time such as in a therapy session, or can contain
multiple alternating turns — for example, when a
speaker has the floor and another speaker takes a
turn to ask a question, but does not take the floor
(Edelsky, 1981). They find that multi-party conver-
sations tend to have multiple simultaneously active
floors, with a single session (of up to an hour) hav-
ing an average of 1.79 active floors, and a maxi-
mum of 4 active floors. They further find that floors
are dynamic, particularly when the participants are
young (ages 14-24) — in sessions with youth there
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are upto 70 distinct floors over the course of the
conversation, each lasting about 44 seconds.

Dialog structure: Research has also studied how
structures such as dialog acts or discourse rela-
tions can shed light on the nature of multi-party
dialog. Ishizaki and Kato (1998) examine how di-
alog act structures differ between two-party and
multi-party dialog (specifically, three-party dialog
in their study). They first find that dialog act se-
quences most frequently involve only two speak-
ers, particularly in sequences of length three to
five. Looking at distances between utterances and
their antecedents, Ginzburg and Ferndndez (2005)
find that long range dependencies are more preva-
lent in multi-party dialog than in two-party dialog.
Discourse relations prevalent in multi-party dialog
also tend to be distinctive: Volha et al. (2011) find
feedback elicitation to be more prevalent than
in two-party dialog, whereas Asher et al. (2016)
find that the most frequent relations are question-
answer pairs or follow-up questions.

3 Challenges and Sub-Tasks

The unique characteristics of multi-party dialog
imply the existence of challenges that cannot be
handled by traditional two-party dialog systems.
These challenges are occasionally treated as part
of the larger system design (Ouchi and Tsuboi,
2016), but for the most part have been isolated as
separate sub-tasks. We list a few major problems,
and discuss solutions proposed in the literature.

3.1 Speaker and addressee recognition

In multi-party dialog, particularly in spoken or tran-
scribed dialog, determining the speaker of the cur-
rent utterance is a non-trivial task (Traum, 2004).
Closed-set speaker identification is formulated as
a classification task, where given an utterance, the
goal is to determine the speaker from a list of
known participants (Reynolds and Rose, 1995).
Early work on text-independent speaker recogni-
tion makes use of acoustic features extracted from
speech (Brunelli and Falavigna, 1995; Campbell
et al., 2006) for classification, as well as multi-
modal signals such as gestures (Bohus and Horvitz,
2010b) or the movement of lips in videos (Haider
and Al Moubayed, 2012). Utterance-aware (Gu
et al., 2022b) or text-dependent speaker identifi-
cation uses the content of the utterance, typically
from transcribed text, in order to determine the
speaker. Work along these lines include Ma et al.



(2017), who classify speakers based on utterances
from multiple transcripts and find success using a
convolutional neural network, Meng et al. (2018)
who use a hierarchical RNN (Serban et al., 2016)
to encode content as well as temporal information
indicated by speaker order.

Addressee identification is an important sub-task
in which work follows two directions: 1) identi-
fying the participant at whom each utterance is
directed enables the construction of a graphical
structure to represent information flow and 2) se-
lecting the addressee to whom a response gener-
ated by a dialog agent should be addressed. For
1), Traum (2004) propose an algorithm looking at
“vocative expressions” in the utterance, as well as
speakers and content of current and previous ut-
terances. Other features investigated for this task
include gaze and acoustic features (Jovanovic et al.,
2006; Jovanovic and op den Akker, 2004), and
dialog acts (Gupta et al., 2007; Galley et al., 2004).

For 2), Ouchi and Tsuboi (2016) propose the
task of addressee and response selection, where
given a context of utterances with their speakers,
the system predicts an addressee and a response.
They propose two modeling frameworks, which
both learn a vector representation for each partic-
ipant (or agent), which is then encoded with the
utterance context using an RNN: the static setting
uses a fixed agent vector computed based on the
speaking order of all agents, while the dynamic
model updates the agent vector corresponding to
the speaker of the current utterance at each timestep
during training. However, since this doesn’t cap-
ture the interaction between different agents, Zhang
et al. (2018) propose an improvement that updates
the embeddings of all active participants at each
timestep. Wang et al. (2020) integrate addressee
identification into a multi-task learning model that
also performs topic prediction and response selec-
tion.

3.2 Turn taking

Turn-taking in natural conversations refers to the
process by which humans coordinate participation,
through verbal as well as non-verbal cues (Traum,
2004; Bohus and Horvitz, 2010b). Dialog sys-
tems, even in a two-party setting, need to perform
turn management to identify when they can speak.
Computational modeling of turn-taking in dialog
is therefore a task that has received much attention
(Hawes et al., 2009; Raux and Eskenazi, 2009; Bo-

hus and Horvitz, 2010a; de Bayser et al., 2019).
Bohus and Horvitz (2010a) define four kinds of
“floor management” actions — Hold, Release, Take
and Null to describe how turns move from one
participant to another, and use heuristics based on
response intervals to design a turn management
system that chooses the appropriate action (Bohus
and Horvitz, 2010b). Raux and Eskenazi (2009)
use a similar formulation, and present a finite state
machine that is optimized to minimize gaps and
overlaps in a conversation.

Turn-taking is also modeled in some work as
the task of predicting the next speaker, given a
context consisting of speakers and utterances from
previous turns. Hawes et al. (2009) treat this as a
sequence labeling problem, and propose a second-
order CRF in combination with features such as
discourse markers (Marcu, 1997) and pronoun ref-
erences. In more recent work, Skantze (2017) use
lexical and acoustic features with an LSTM model;
de Bayser et al. (2019) comparatively investigate
SVM, CNN and LSTM models, achieving best
results with the CNN models; Ishii et al. (2016)
additionally use multi-modal features such as gaze
to predict the next speaker as well as the time at
which the next utterance will be made.

3.3 Conversation disentanglement

The presence of multiple simultaneous conversa-
tion floors (Section 2) results in distinct threads of
conversation being entangled in a single session
of multi-party dialogue. To enable understanding
and responding to such conversations, the task of
“conversation disentanglement” is important, which
creates separate threads that are each about a spe-
cific topic. Elsner and Charniak (2008) introduce
a corpus for this problem based on Internet Relay
Chat (IRC) conversations, where annotations mark
utterances that belong to the same conversational
thread. They present a two-stage framework for dis-
entanglement that first classifies pairs of utterances
as to whether they are part of the same thread or
not based on discourse and content features. Then,
they perform correlation clustering to partition all
utterances into clusters greedily. In follow-up work,
Elsner and Charniak (2011) experiment with incor-
porating discourse coherence models (Lapata et al.,
2005; Soricut and Marcu, 2006) for disentangle-
ment, and find mixed results on the IRC corpus:
models of local coherence help with assigning in-
dividual utterances into the right threads, but not in
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disentangling entire conversations.

The two-stage setup described here has been it-
eratively improved in future work, particularly by
improving the classification component using deep
learning models. Mehri and Carenini (2017) make
use of discourse structure by annotating reply-to
relations, and include two additional RNN-based
classifiers to the Elsner and Charniak (2008) model,
one for classifying pair-wise reply relations, and
one for determining if an utterance follows a con-
text. Jiang et al. (2018) achieve improvements to
the same-thread classifier using Siamese CNNs.
Kummerfeld et al. (2019) increase the scale of the
IRC corpus by 30 times, creating a new benchmark
for conversation disentanglement, and additionally
propose an ensemble feedforward model that out-
performs previous models. In contrast, more recent
works investigate end-to-end models for this task,
such as Liu et al. (2020) who develop a transition-
based model that keeps track of states in discovered
threads while assigning incoming utterances to ex-
isting or new threads in an online fashion. Liu et al.
(2021) perform disentanglement on an unlabeled
corpus by first creating pseudo data for the pairwise
classifiers.

4 Datasets

Corpora for studying multi-party conversations
span a variety of modalities — spoken (Renals et al.,
2007), written (Lowe et al., 2015), or accompanied
by video (Poria et al., 2019); they also span multi-
ple genres, including chat forums for software dis-
cussions, movies and TV dialog, formal discourse
in meetings and interviews, and informal discourse
during gameplay. In this survey, we do not focus on
comprehensively describing all available datasets,
but provide an overview of three datasets which
serve as benchmarks for modeling multi-party dia-
log, and have been extensively used in the models
described below. For a detailed survey of datasets
specifically, we refer the reader to Mahajan and
Shaikh (2021).

Ubuntu IRC Corpora Internet Relay Chat
(IRC), a text-based chat interface, contains chan-
nels for discussion about specialized topics. Typ-
ically, discussions consist of users posting ques-
tions, and other users replying with solutions, and
all messages (or utterances), contain the identity of
the sender (speaker). Corpora built from this inter-
face have been used for the tasks of conversation
disentanglement, speaker and addressee recogni-

| Time | User | Utterance ‘
[12:21] dell well, can I move the drives?
[12:21] cucho dell: ah not like that
[12:21] RC dell: you can’t move the drives
[12:21] RC dell: definitely not
[12:21] dell ok
[12:21] dell lol
[12:21] RC this is the problem with RAID:)
[12:21] dell RC haha yeah
[12:22] dell cucho, I guess I could
just get an enclosure
and copy via USB...
[12:22] cucho dell: i would advise you to get
the disk
Sender | Recipient | Utterance
dell well, can I move the drives?
cucho dell ah not like that
dell cucho I guess I could just get an
enclosure and copy via USB
cucho dell i would advise you to get the
disk
dell well, can I move the drives?
RC dell you can’t move the drives.
definitely not. this is
the problem with RAID :)
dell RC haha yeah

Figure 2: An interaction from Lowe et al. (2015), heuris-
tically disentangled and tagged with addressees.

tion, and response generation. Elsner and Charniak
(2008) were the first to use conversations from the
##LINUX channel, which they manually annotate
for threads, for the task of disentanglement. This
yields 80 conversations, with a total of about 1500
utterances. Uthus and Aha (2013) scrape six years
of chats from the ##ubuntu channel (which con-
tains messages in English), as well as seven non-
English channels including the languages Chinese,
Russian, Spanish, Portuguese, Italian, Polish and
Swedish. This corpus contains over 26 million
messages, but without any annotations. Lowe et al.
(2015) present the Ubuntu Dialog corpus, which
contains 1 million English conversations totalling 7
million utterances. Each utterance contains speaker
ID, and they also heuristically extract addressee
IDs and disentangle conversations, as shown in
Figure 2. Kummerfeld et al. (2019) present the
largest manually annotated corpus from this do-
main, for the task of conversation disentanglement,
with 70k utterances. Finally, Li et al. (2020) in-
troduce the Molweni challenge corpus by annotat-
ing the Ubuntu corpus with reading comprehen-
sion style questions and answers, resulting in 33k
question-answer pairs.
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Meeting Corpora The AMI project (Kraaij et al.,
2005; Renals et al., 2007) provides a corpus for
multimodal conversational analysis of formal dis-
course — specifically, in multi-party meetings. The
AMI corpus consists of 100 hours (175 sessions)
of scenario-oriented meetings between four partici-
pants, where video and audio are recorded, along
with artifacts such as digital pen movements and
whiteboard content. They providing access to
videos, manually transcribed speech, abstractive
and extractive summaries of the conversations, and
annotations for dialog acts, topic segments, gaze
and positional information, and gestures. Other
corpora under the umbrella of the AMI project in-
cludes the ICSI corpus (Janin et al., 2003), which
contains 72 hours of naturally-occuring meetings
(not elicited by a scenario).

MELD Corpus Another multi-modal multi-
party dataset that is widely used in the models
below is the MELD corpus (Poria et al., 2019),
designed for emotion recognition from conversa-
tions. It consists of 1433 conversations from the
TV show Friends, providing access to video, audio,
and transcripts. They include annotations at the
utterance level indicating one out of seven emo-
tions (such as anger, surprise, etc.) expressed by
the utterance.

S Representation Learning for MPD

In this section, we will describe how machine learn-
ing models represent and encode multi-party dialog
in order to leverage its inherent structural proper-
ties for tasks such as response generation. Early
work such as Lowe et al. (2015) represent the entire
conversational context sequentially, where all prior
utterances to the current one that fall in a window
are concatenated. Improvements such as Zhou et al.
(2016) model relationships between the current ut-
terance and the context through a hierarchical RNN.
However, given that multi-party dialog can have
multiple addressees, multiple replies, as well as
simultaneous conversations, such sequential struc-
tures cannot represent all relationships between
utterances in the dialog.

As a solution, recent successful models experi-
ment with graph structures to represent the flow of
information in multi-party dialog. Typically, this
approach treats the utterances as nodes, and the rela-
tions between them (such as reply-to) as edges. The
graphs thus obtained are encoded through a suit-
able neural network architecture (Kipf and Welling,

2017; Schlichtkrull et al., 2018), and the resulting
embeddings are used for the downstream task, in
combination with decoders or classification layers.
Below, we look at specific sub-components and
strategies for this workflow.

5.1 Dialog structure induction

Corpora such as the Ubuntu Dialog Corpus (Lowe
et al., 2015), which serve as benchmarks for model-
ing multi-party dialog, contain explicit annotations
for speakers and addressees. When annotations for
dialog structure such as addressee information are
not available, dialog structure needs to be learned
from the conversation without explicit supervision,
so that it can be used to perform downstream tasks
While unsupervised methods for structure induc-
tion on task-oriented dialog have received some
attention (Shi et al., 2019; Sun et al., 2021a; Xu
et al., 2021), comparatively less work exists for
multi-party dialog, the most prominent being Qiu
et al. (2020), who propose a model to induce struc-
ture on both two-party and multi-party dialog. They
propose a model for response generation, which
consists of a Variational Recurrent Neural Network
(VRNN) (Chung et al., 2015) into which structured
attention layers are integrated, such that the latent
state of the VRNN captures the underlying dialog
structure. The model first encodes sentences with
an LSTM, then the VRNN encodes a dialog his-
tory into a latent state, which is then decoded to
produce a response. While training, they maximize
the conditional likelihood of a response given the
history, while also learning a latent dependency
tree — here, nodes represents the utterances, and
directed edges exist between nodes when one ut-
terance is the parent of another. Evaluating on the
Ubuntu Chat Corpus (Uthus and Aha, 2013), they
find that the VRNN model performs comparably
to a graph-based model that makes use of explicit
speaker/addressee annotations (Hu et al., 2019). On
comparing the learned utterance dependency tree
with gold annotations for speaker and addressee
relations, they find that the model achieves an ac-
curacy of 68.5% in identifying the parents of each
utterance.

5.2 Graph-based representations

Unlike Qiu et al. (2020), the predominant line of
research on modeling multi-party dialog makes use
of annotated speaker/addressee information in or-
der to obtain the graph structures. Hu et al. (2019)
propose a model for response generation that they
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call Graph Structured Networks (GSN), which was
to our knowledge the first to successfully apply
graphs to multi-party dialog. Similar to the frame-
work discussed above, they formulate their graph
as an utterance dependency graph, assuming ac-
cess to annotated speaker/addressee information
within the conversational data. The GSN consists
of a word-level encoder to represent utterances, an
utterance-level graph structured encoder to repre-
sent information flow, and a decoder to generate
responses. Embeddings for an utterance are ob-
tained from the graph using forward and backward
information flow, and the speaker information. In
experiments on the Ubuntu Dialog Corpus (Lowe
et al., 2015), they find that their proposed model
achieves a significant improvement over baselines
that are based on sequential or hierarchical utter-
ance encodings (Serban et al., 2016). They further
find, through ablations, that the inclusion of speaker
information flow is crucial to model performance.

For two-party and task-oriented dialog, Graph
Convolutional Networks (Kipf and Welling, 2017;
Schlichtkrull et al., 2018) have been success-
fully used for representing structure (Banerjee and
Khapra, 2019), and have consequently been ex-
plored for multi-party dialog as well. Ghosal et al.
(2019) propose a model called Dialogue GCN for
the task of emotion recognition from conversa-
tions, which is an utterance-level classification task.
They represent each utterance as a node in the
graph, and construct edges to represent the con-
text — all utterances within a window prior and af-
ter the current utterance are marked. They also
assign relational edges, to capture temporal de-
pendency as well as speaker dependency between
pairs of utterances. The graph is then encoded
through Relational Graph Convolutional Networks
(Schlichtkrull et al., 2018), which provides a repre-
sentation for each node that aggregates information
from its context nodes. The proposed model outper-
forms multiple strong baselines when evaluating on
MELD (Poria et al., 2019), including DialogRNNs
(Majumder et al., 2019). A similar framework is
proposed by Ju et al. (2022), who include personas
corresponding to each speaker in the vertex set,
for the task of generating personalized responses.
Edges are then constructed between personas and
their corresponding utterances, as well as between
consecutive utterances, before encoding through
a GCN. As a baseline, they adapt DialogueGCNs
for response generation by adding a decoder, and

show the superiority of their persona-aware model
according to automated and human evaluation met-
rics.

Similar to Ju et al. (2022), the idea of including
nodes that are not just utterances has been explored
by other work, resulting in graphs that are het-
erogenous. Gu et al. (2022a) propose HeterMPC,
a graph-based model for response generation in
multi-party dialog. Their graph treats utterances
as well as participants as nodes, drawing edges be-
tween nodes to indicate six types of relations: reply,
reply-to, speak, spoken-by, address, addressed-by.
Utterance nodes are represented by embeddings
from BERT, whereas interlocutors are represented
by a speaker embedding initialized based on their
position in the conversation. When updating the
representations for nodes, they compute heteroge-
neous attention weights over source and target, con-
ditioned on the edge type. Their proposed model
outperforms GSNs with automated and human eval-
uations. Further, their ablations indicate the impor-
tance of interlocutor nodes as well as edge relations.
Sang and Bao (2022) also make use of heteroge-
neous graphs that contain participant and utterance
nodes, towards the task of financial risk prediction
upon earnings call conferences. The edges in their
graph connect speakers to their utterances, and the
resulting graph is encoded with a Graph Attention
Network (Velickovi¢ et al., 2018). From the graph
encoder’s output, they aggregate speaker embed-
dings separately from utterance embeddings us-
ing two separate contextual attention layers, which
then represent the whole conversation, which is
then classified for stock volatility. Lee and Choi
(2021) include four types of nodes in their graph:
dialog (utterance), turn, subject, and object; edges
relate turns nodes to their respective utterances,
connect utterances by the same speaker, and con-
nect turns to arguments that are mentioned. They
also encode their graph with a GCN, and evaluate
on the tasks of relation extraction in dialogues, as
well as emotion recognition. Liang et al. (2021)
take heterogeneous graphs one step further with
multimodal nodes — their nodes include utterances,
facial expression features, emotion categories, and
speakers, with seven kinds of edges capturing the
relations between the different features. They en-
code this graph with a heterogeneous graph neural
network (Zhang et al., 2019), and evaluate on the
downstream task of response generation expressing
a suitable emotion.

145



5.3 Utilizing discourse relations

Some research has investigated how the graph
structures described above can include other task-
specific or linguistic information, such as annota-
tions for discourse.

Feng et al. (2021) present a dialog discourse
aware graph-based model for the task of meeting
summarization. Of interest are 16 discourse rela-
tions from Asher et al. (2016) including comment,
QA, elaboration, etc. They obtain discourse re-
lations from a dialog discourse parser (Shi and
Huang, 2019), and transform it such that nodes
are created for utterances as well as discourse re-
lations, with directed edges marking the relations
between utterances. They encode their graph with
an R-GCN (Schlichtkrull et al., 2018). Experiments
on the AMI and IMSI meeting corpora show im-
provements over sequential models (Serban et al.,
2016). They find that performance is correlated
with the quality of the discourse parser, as well as
the number of discourse relations available. Dis-
course structures from an off-the-shelf parser are
also used by Sun et al. (2021b) in their graph-based
model for emotion recognition. Similar to Ghosal
et al. (2019), they construct directed edges between
utterance nodes, marking discourse relations in
addition to speaker and temporal relations. The
inclusion of discourse results in a significant im-
provement over DialogGCNs on the MELD corpus.
Contemporaneously, Li et al. (2021) investigate
discourse-aware graphs for machine reading com-
prehension on multi-party dialog as found in the
Molweni challenge corpus (Li et al., 2020). They
also model utterances as nodes, with dependencies
as edges and discourse types denoted by edge re-
lations, using DialogGCN for encoding. Addition-
ally, an MRC module integrates a representation
for the question, outputting an answer span.

5.4 Pretraining

Following the advancements in the representational
capabilities of pretrained language models (Devlin
et al., 2019; Radford and Narasimhan, 2018), mod-
els such as ToD-BERT (Wu et al., 2020) and Dialo-
GPT (Zhang et al., 2020) have been developed with
the goal of enhancing dialog representations in task-
oriented or open-domain dialog. Pre-training has
also been explored for multi-party dialog: Gu et al.
(2021) propose MPC-BERT, in which they pre-
train BERT on data from the Ubuntu Chat Corpus
(Lowe et al., 2015), with five self-supervision tasks.

These tasks are designed to model underlying in-
terlocutor structure in multi-party dialog, as well
as utterance semantics. Tasks for the first category
include 1) reply-to utterance recognition, which
involves predicting the preceding utterance that an
utterance is replying to; 2) identical speaker search-
ing, or identifying utterances that share a speaker;
3) pointer-consistency distinction, which involves
maintaining a similar representation for pairs of ut-
terances between the same speaker—addressee pair
in order to model interlocutors. Tasks for the sec-
ond category include 1) masked shared utterance
restoration, where utterances that receive multiple
replies are masked and reconstructed during train-
ing 2) shared node detection, where sub-threads
of the same parent utterance are required to be
correctly identified. The pretrained model thus
obtained can be finetuned for downstream tasks —
the authors finetune and evaluate on the tasks of
addressee recognition, speaker identification, and
response selection, outperforming previous meth-
ods significantly. Notably, all of the finetuning
tasks are from the same domain (Ubuntu IRC) as
the pre-training data, although the authors declare
that they only use the train split for pre-training.

Other work that focuses on pre-training for multi-
party conversation understanding includes Zhong
et al. (2022), who focus on learning long-range
dependencies across dialog, in order to solve prob-
lems like summarization and question answering.
In contrast to MPC-BERT, and similar to BART
(Lewis et al., 2019), their self-supervision objec-
tive involves denoising dialog based on windows
— given a long dialog, they sample random win-
dows to which noise is added, which is later recon-
structed. The added noise takes the form of mask-
ing speaker identities, utterances, merging turns
and shuffling utterances within a turn. With this
objective, they train a Transformer-based model
called UniLM (Dong et al., 2019) on the Movie
Subtitles corpus (Lison and Tiedemann, 2016) and
MediaSum interview corpus (Zhu et al., 2021).
Finetuning on the tasks of summarization, dialog
segmentation and question answering, they show
improvements across automated and human evalu-
ations. Wang et al. (2020) pretrain a BERT model
on the task of topic prediction — determining if two
utterances are about the same topic, in addition to
masked language modeling. Their encoder, called
TopicBERT, is then finetuned in a multi-task learn-
ing setup, on the tasks of response selection, topic
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prediction, and topic disentanglement.

6 Tasks of Interest

Response generation and selection: As seen
above, a large body of work exists on response
generation (Qiu et al., 2020; Hu et al., 2019; Gu
et al., 2022a), given a multi-party dialog as con-
text. To generate responses at the right time and to-
wards the right speaker, this can be combined with
the tasks of speaker prediction (Yang et al., 2019)
and addressee selection (Liu et al., 2019). The
generated responses are typically evaluated with a
combination of automated metrics such as BLEU
(Papineni et al., 2002) and METEOR (Banerjee
and Lavie, 2005) given a reference from the con-
versation. Human evaluations, such as in Liu et al.
(2019); Gu et al. (2022a); Ju et al. (2022) assess
whether responses are fluent, consistent with the
context, informative, and coherent. The task of
response selection, formulated as retrieving the
most appropriate next utterance from a set of candi-
dates, is also of interest (Ouchi and Tsuboi, 2016;
Zhang et al., 2018; Wang et al., 2020; Gu et al.,
2021). Response selection is typically evaluated
with classification-based metrics such as precision
and recall, including Recall,, @k to match n avail-
able candidates with top k retrieved candidates.

Modeling socio-cultural phenomena: Multi-
party conversations are of interest from a compu-
tational social science perspective, to study inter-
actional dynamics between participants. This in-
cludes determining when decision-making occurs
(Frampton et al., 2009; Bui et al., 2009), analyzing
bargaining and negotiation strategies (Petukhova
et al., 2016; Joshi et al., 2021; Asher et al., 2016),
and analyzing collaborative behavior such as en-
trainment (Litman et al., 2016; Rahimi et al., 2017),
cohesion (Bangalore Kantharaju et al., 2020) and
agreement (Hillard et al., 2003; Strzalkowski et al.,
2010; Rosenthal and McKeown, 2015). Work on
recognizing emotions from utterances, typically
with multi-modal information, is also loosely re-
lated to this direction (Ghosal et al., 2019; Poria
etal., 2019).

Other NLP tasks: Datasets and models have
been developed for the task of summarization
of multi-party conversations (Renals et al., 2007;
Purver et al., 2007; Chen and Metze, 2012; Zhu
et al., 2021). While Zhu et al. (2021) provide a
dataset that disentangles the primary topic from

secondary topics before summarization, an under-
explored issue is performing summarization jointly
with disentanglement so that multiple summaries
are produced for the multiple sub-threads in the
conversation. Other high-level NLP tasks that have
been explored include answering reading compre-
hension questions over multi-party dialog (Li et al.,
2020, 2021), and relation extraction (Albalak et al.,
2022; Yu et al., 2020).

7 Discussion

One of the salient findings from our survey is that
most recent work on multi-party dialog modeling,
particularly using the graph-based methods, are
centered around corpora from a limited set of do-
mains; in fact, almost all of the models in Section 5
are evaluated on the Ubuntu chat corpus or on TV
show transcript corpora. A possible reason for this
is the availability of annotated structure in these
datasets, including speaker and addressee informa-
tion, as well as threads. However, we argue that
the time is ripe for researchers to investigate how
to extend modeling innovations to other available
corpora and domains.

This is an important next step for two reasons,
namely real-world applicability, and robustness.
Natural dialog, such as spontaneous interactions
between humans, is typically not well-represented
in datasets such as typed chat, or scripted TV di-
alog. With the growing influence of dialog sys-
tems in daily lives, if our goal is to build better
technology for the real world, like classrooms or
businesses, we need to demonstrate that these state-
of-the-art models perform equally well on proba-
ble, real-world conversations. Moreover, as seen
in Mahajan and Shaikh (2021), numerous datasets
satisfying these properties are actually available,
although they do not necessarily contain explicit
annotations for structure. However, as this survey
shows, we have a large body of work that tells us
how to go from natural conversations to more struc-
tured representations through tasks such as speaker
and addressee recognition, turn prediction, and con-
versation disentanglement. Using these tasks as
scaffolds for downstream tasks like response gener-
ation would enable us to leverage the expressivity
of graph-based modeling on new and realistic do-
mains.

In terms of other important next steps for this
field of research, one interesting direction is explor-
ing strategies for obtaining silver-standard graph
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structures through unsupervised methods — we so
far only find one paper constructing a reply-to
relation graph unsupervisedly. Additionally, to
answer the robustness question, a systematic as-
sessment of the advantages and shortcomings of
graph-structured methods on rarer domains such as
meetings (Petukhova et al., 2016) could be highly
valuable, particularly for practitioners interested
in studying the phenomena exhibited in such con-
versations. More broadly in this direction, given
how the methods we have seen are predominantly
focused on English multi-party dialog, the appli-
cability of these methods to languages other than
English (Liu et al., 2012), as well as conversations
with code-switching (Hartmann et al., 2018), also
needs to be evaluated. Finally, with the growing
adoption and effectiveness of large language mod-
els (LLMs) in NLP research, a natural next question
is to determine how these models can be used in
understanding multi-party dialog, and what their
limitations are. Current directions with promis-
ing results include using LLMs for conversation
synthesis (Wei et al., 2023; Chen et al., 2023),
where high-quality multi-party conversations are
synthesized through prompting, and the conver-
sations can be grounded in specific characters or
personas. Such synthesized conversations may also
help adapt methods for conversation analysis and
response generation to rarer domains that may not
be well-represented in natural corpora.

8 Conclusion

Our survey provides an overview of research in
computationally modeling multi-party dialog. We
identify major challenges based on differences
from two-party dialog, and discuss how sub-tasks
have been designed for solving them. We compre-
hensively describe recent advances in representa-
tion learning for multi-party dialog, focusing in
particular on graph-based structures. Finally, we
discuss some key directions that future work in this
area can explore.
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