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Abstract

Longitudinal Dialogues (LD) are the most
challenging type of conversation for human-
machine dialogue systems. LDs include the
recollections of events, personal thoughts, and
emotions specific to each individual in a sparse
sequence of dialogue sessions. Dialogue sys-
tems designed for LDs should uniquely inter-
act with the users over multiple sessions and
long periods of time (e.g. weeks), and engage
them in personal dialogues to elaborate on their
feelings, thoughts, and real-life events. In this
paper, we study the task of response generation
in LDs. We evaluate whether general-purpose
Pre-trained Language Models (PLM) are appro-
priate for this purpose. We fine-tune two PLMs,
GePpeTto (GPT-2) and iT5, using a dataset of
LDs. We experiment with different representa-
tions of the personal knowledge extracted from
LDs for grounded response generation, includ-
ing the graph representation of the mentioned
events and participants. We evaluate the perfor-
mance of the models via automatic metrics and
the contribution of the knowledge via the Inte-
grated Gradients technique. We categorize the
natural language generation errors via human
evaluations of contextualization, appropriate-
ness and engagement of the user.

1 Introduction

The state-of-the-art dialogue systems are designed
for assisting the user to execute a task, holding
limited chit-chat conversations with shallow user
engagement, or information retrieval over a finite
set of topics. The personalization in these sys-
tems is limited to a stereotypical user model. This
user model is implicitly inferred from conversa-
tions with many users, or is limited to a superficial
list of persona statements (e.g., "He likes dogs")
(Zhang et al., 2018). The dialogue sessions are
disconnected and the shared information across
sessions is negligible and close to none.
Longitudinal Dialogue (LD) is one of the most
challenging types of conversation for human-
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machine dialogue systems. LDs are multi-session
interactions that encompass user-specific situations,
thoughts, and emotions. Dialogue systems de-
signed for LDs should interact uniquely with each
user about personal life events and emotions over
multiple sessions and long periods of time (e.g.
weeks). Through each session in LDs, the dialogue
system must learn about the user’s personal space
of events and participants and social interactions,
and engage the user in personal dialogues regard-
ing their thoughts, feelings, and personal and world
events.

Figure 1 shows an example of three types
of human-machine dialogues: task-based, open-
domain chit-chat and LD. The user dialogues with
the tasked-based dialogue system consists of either
independent command-and-control exchanges such
as on Day 1, or a task-driven dialogue such as on
Day 2. The user model in this system is not per-
sonal as it adopts a stereotypical model -implicitly -
inferred from dialogue corpora with multiple users.
In the open-domain chit-chat dialogue, the dialogue
does not include the execution of any explicit task,
and the model engages the user in a conversation
about movies and news. A common characteristic
of task-based and open-domain dialogues is the
fact that there is no personal information carried
to the next dialogue session. The system does not
update/modify the user model with each dialogue
session and the level of personalization is intact
from one interaction to the other (Personalization
in the natural language processing and dialogue
models could be added based on the voice user
interface requirements and could include the ex-
ploitation of personal information such as contact
directory, preferences, etc.).

In contrast, the model designed for the LD must
account for three main differences compared to
the other two systems; A) the contents of the LD
are not about general information or knowledge
matters as LDs encompass personal emotions, user

Proceedings of the 5th Workshop on NLP for Conversational Al (NLP4ConvAI 2023), pages 1-11
July 14, 2023 ©2023 Association for Computational Linguistics



Time Task-Based Dialogue Open-Domain Chit-Chat Longitudinal Dialogue
User: Set an alarm for Monday 8 et Do i Sbfitbo ) User: My boss set a meet{ng with me
a.m. tomorrow. I am a bit worried to meet her.
Machine: The Shining? Yes I lik t ine: ? Di i
Machine: I saved the alarm. ac m.e e }mng es I like mos IMac?une Why? Did she say what the meeting
of Kubrick’s movies. is going to be about?
Day 1 .
v User: Remind me to call Mike at 5 | User: Cool! I am going to watch the User: I think she wants to fire me. She has
p.m. shining for the first time. been searching for an other cashier recently.
. ) Machine: I think you are going to Machine: Uncertainties make us anxious.
Machine: Reminder Saved. .. .
enjoy it. There may be another explanation.
Machine: How mav I help vou? Machine: What's the most interesting || Machine: I remember you had a meeting with
. Y P you: thing you've heard recently? your boss today. How did it go?
User: I want an expensive italian User: I learned that the Queen of User: Oh it went well haha! She wants me to
restaurant. England's last corgi died train a new cashier. She will be my colleague.
Dav 2 Machine: I found Duomo in the Machine: Wow! Was it a cardigan Machine: Good! So no bad news! Are you
Y2 | center. Should I book a table? welsh corgi? relaxed now?
User: Yes, for two. Tonight at 8pm. | User: No it was pembroke welsh corgi! User: Yeah. They are planning to expand the
store. I am not fired! haha!
A i e 1
Machine: Done! [ booked a table i e s e b T Mach{ne. I‘alm glad you feel better! )
for two at Duomo for 8 pm. Sometimes it's hard to control our emotions.
Figure 1: Examples of a task-based dialogue, a chat-chit, and a Longitudinal Dialogue (LD) in two different

sessions. The dialogue system for LDs needs to learn about the user in a timely manner and engage her in a personal
conversation encompassing her life events, thoughts, and emotions.

and time-specific situations, and participants; B)
the sessions are not disconnected dialogues and we
can not model them as stand-alone interactions. In
contrast, they belong to a multi-session interaction
unique to the individual user, where the informa-
tion shared in each interaction creates a common
ground between the machine and the user. For each
interaction, the system must engage the user in
a dialogue respecting the common ground based
on the information shared in the previous interac-
tions, as well as the novel information in the new
dialogue history; C) the machine has to extract
the personal information presented in the user re-
sponses to construct and update the user model
and respond coherently. Similar to a natural inter-
action between human speakers, the model has to
gradually become acquainted with the user through-
out the dialogues and not from a superficial list of
sentence-based persona descriptions.

There has been limited research on personal con-
versations with users over a long period of time.
Engaging the user to elaborate on personal situa-
tions and emotions is a challenging task and design-
ing appropriate collection/elicitation methodolo-
gies is not straightforward. As a result, research on
multi-session dialogues resorts to crowd-sourcing
datasets with superficial persona statements and
pretended longitudinality (Xu et al., 2022a,b; Bae
et al., 2022). Meanwhile, studies on LDs have been
limited to inferring user’s attributes such as age

and gender (Welch et al., 2019b), or next quick-
response selection from a candidate set of “yes,”
“haha,” “okay,” “oh,” and “nice” (Welch et al.,
2019a).

In this work, we study the task of response gen-
eration in LDs. Response generation in LDs is
subject to appropriateness and accuracy as well as
personalization and engagement of the user. The
level of personalization in LDs is beyond a set of
personal preferences and can not be learned from
a limited set of persona statements ("I like cars"
does not necessarily imply that I like to talk about
cars in my interactions). The generated response
needs to respect individuals’ states, profiles, and
experiences that vary among users and dialogue
sessions. Therefore, we can not collect a massive
knowledge base of user models that can suit all
individuals and scenarios. The dialogue system
should learn about each user and derive the individ-
ual user model through/from the previous dialogue
sessions to generate a personal response that is co-
herent with respect to the dialogue context as well
as the previous dialogue sessions.

We investigate the applicability of general-
purpose Pre-trained Language Models (PLM) for
grounded response generation in LDs. We study
whether PLMs can generate a response that is co-
herent with respect to the dialogue history and
grounded on the personal knowledge the user has
shared in previous interactions. We conversation-



Dialogue Example

Agent | Previously, you were sad about your dad

w" w" [eos]

arguing with your mom. How do you feel A
about it now? [ GePpeTto 1 : Italian GPT-2 || iT5-Base 1 : Italian T5 ]
User | Everytime they argue I get anxious. They
don't even notice how sad it is. 4
k h h r
Agent | Sometimes it is difficult to recognize our <K> w LFS <H> wh o <R> e wrz Input
emotions. Have you tried talking to them? [Personal Knowledge] [Dialogue History] [Response] Segment

(C) Linearized PSG:
My dad called my mom and he ended up

arguing with her over the phone.

(B) Bag of Head nouns (BOH):

dad, mom, phone

1

|

1

: <R><P1>Dad<E>call<P2>Mom

| <R><P1>Dad<E>argue with<P2>Mom
: <R><P1>Dad<E>argue over<P2>Phone
1

I

G

Figure 2: An example of a longitudinal dialogue. The user responses in the previous dialogue session are used as
personal knowledge for grounded response generation. The knowledge is presented to the model as A) Unprocessed
text (RAW); B) Bag of Head nouns (BOH); and C) Personal Space Graph (PSG) of events and their participants in
linearized format. The model then encodes the dialogue history and the knowledge piece and generates a response

candidate (the last agent turn in the dialogue example).

ally fine-tuned two recent PLMs, GePpeTto (GPT-
2) (De Mattei et al., 2020) and iT5 (Sarti and Nis-
sim, 2022), using a dataset of LDs about real-life
events, feelings, and situations that the user has
experienced. We use the responses each individ-
ual user shared in the previous dialogue sessions
with the system as personal knowledge and eval-
uate whether grounding the generation on such
knowledge results in more appropriate and per-
sonal responses. In previously published research
on grounded generation, the knowledge sequence
is provided to the model as-is. In this work, we
experiment with three different representations of
the knowledge piece; A) Raw as unprocessed text,
similar to the previously published research; B) bag
of head nouns as a distilled syntactic representation
of the knowledge; C) graph representation of the
events and participants mentioned in the user re-
sponses (Mousavi et al., 2021b). An example of a
dialogue and different representations of the corre-
sponding personal knowledge is shown in Figure 2.

We evaluate the performance of the models and
the impact of different knowledge representations
through automatic and human evaluations, as well
as explainability studies using the Integrated Gra-
dients technique (Sundararajan et al., 2017). Our
contributions can be summarised as follows:

* To the best of our knowledge this is the first
study on the task of response generation in
LDs.

* We conversationally fine-tune two PLMs with
and without grounded response generation on

personal knowledge. We study the perfor-
mance of the models and how different repre-
sentations of knowledge can affect generation
quality.

* We evaluate and compare the performance of
the models using automatic evaluation, includ-
ing explainability studies, and human evalua-
tions, including studying the sub-dimensional
errors made by each model.

2 Literature Review

Grounded Response Generation PLMs have
achieved comparably well performance for open-
domain chit-chats (Zhang et al., 2020), goal-
oriented agents (Thulke et al., 2021) and question
answering (Zhao et al., 2020). However, such mod-
els can generate inappropriate and/or generic re-
sponses which can lead to ethical problems and
low user engagement (Zhang et al., 2020). Re-
search to address this problem and improve the
generation quality includes grounding the genera-
tion on external knowledge content. The selection
of the knowledge source to ground the generation
has been studied as an individual component (He-
dayatnia et al., 2020), as well as a joint task along
with response generation (Zhao et al., 2020; Huang
et al., 2021).

Personal Dialogue Research on personalized
response generation has focused on persona de-
scriptions and synthetic sets of user preferences
and profiles. Zhang et al. (2018) collected Persona-
Chat dataset of open-domain dialogues using crowd



workers, where the workers were instructed to im-
personate as speakers with synthetic personas of 5
sentences. This dataset has been studied for per-
sonal response generation by fine-tuning PLMs
(Wolf et al., 2019; Kasahara et al., 2022), by learn-
ing the users’ persona from the dialogues samples
rather than the persona descriptions (Madotto et al.,
2019), or investigating different representations of
persona statements (Huang et al., 2022). While
the mentioned work focused on personalization in
open-domain dialogues, Joshi et al. (2017) gener-
ated profiles consisting of gender, age, and food
preference permutations for the user side in restau-
rant booking dialogues, which was used in another
work (Siddique et al., 2022) to generate personal-
ized responses in a task-based dialogue.

Multi-session Dialogue Studies on multi-
session dialogues have been limited to simulated
longitudinality and superficial persona. Xu et al.
(2022a) extended the Persona-Chat dataset to a
multi-session chat dataset with 4 to 5 sessions, by
instructing crowd-workers to impersonate the role
of returning dialogue partners in the first session
(extracted from the Persona-Chat dataset) after a
random amount of time. The workers were explic-
itly asked not to discuss any personal and real-life
matters but play the role defined by the persona
statements. This approach was further used by Bae
et al. (2022) to extend an existing dataset of persona
chats in Korean to multi-session dialogues. Xu et al.
(2022b) proposed a framework for persona memory
in multi-session dialogues and collected a dataset
of persona chats in Chinese via crowd workers.

3 Experiments

3.1 Dataset

The dataset of LDs used in this work (Mousavi
et al., 2021a) consists of two dialogue sessions for
each individual user. The first dialogue session
is a set of personal human-machine conversations
with real users encompassing their personal life
events and emotions. These dialogues are collected
from a group of 20 Italian native speakers receiving
therapy to handle their distress more effectively.
Throughout the interaction, the machine prompts
the user to engage her in the recollection of daily
life events the user has experienced, while the user
shares details about the events and participants that
have activated her emotions by answering a set of
questions.

For each user, the first session is then followed

by a follow-up dialogue. These dialogues were
elicited from 4 psychotherapists and 4 trained an-
notators supervised by the psychotherapists. In
the second dialogue session, the user tends to share
more details about her feelings and the possible evo-
lution of the previously mentioned events. Mean-
while, the listener provides personal suggestions
and asks questions to expand or disambiguate previ-
ously stated facts or feelings. A mock-up example
of a second dialogue session and the corresponding
user response in the previous dialogue is shown in
Figure 2. This dataset consists of 800 2-session
LDs in the mental health domain with an average
of 5 turns per dialogue.

3.2 Models

We fine-tuned two state-of-the-art PLMs using the
dataset of LDs.

GePpeTto: Italian GPT-2 The first model we
experimented with is GePpeTto (De Mattei et al.,
2020), a PLM based on GPT-2 small (12 layers of
decoder, 117M parameters) (Radford et al., 2019),
trained for the Italian language (13 GB corpus
size). We fine-tuned the model using AdamW
optimizer (Loshchilov and Hutter, 2017) with an
early-stopping wait counter equal to 3 and a history
window of 2 last turns.

iTS: Italian TS The second PLM in our ex-
periments is iT5 (Sarti and Nissim, 2022), a PLM
based on T5 (Raffel et al., 2020), trained on the Ital-
ian portion of mC4 corpus (275 GB corpus size).
We experimented with iT5-Small (12 layers, 60M
parameters) and iT5-Base (24 layers, 220M pa-
rameters) . We fine-tuned this model class using
AdaFactor optimizer (Vaswani et al., 2017) with
early stopping wait counter equal to 3 and a history
window of 4 last turns.

3.3 Grounded Response Generation

For each user, we extracted her responses in the first
dialogue session as personal knowledge to ground
the response generation for the second dialogue ses-
sion. We experimented with three representations
of the knowledge piece:

* (A) RAW: We provide the responses of the
user in the previous dialogue as an unpro-
cessed knowledge piece. The average length
of knowledge with this representation is 126.7
tokens.

'We were unable to use iT5-Large due to lack of GPU
memory



* (B) Bag of Head nouns (BOH): We automat-
ically parse the user responses > and extract
the head nouns as a distilled syntactic repre-
sentation of the knowledge.

¢ (C) Personal Space Graph (PSG): We repre-
sent the knowledge by the personal graph of
the events and participants mentioned by the
user Mousavi et al. (2021b). The predicates
in a sentence represent an event, and its corre-
sponding noun dependencies (subject, object)
represent the participants. In this graph, the
participants are the nodes while the predicates
are the relations (edges) among the partici-
pants. We obtain a linear representation of the
graph using an approach inspired by Ribeiro
et al. (2021) in which the authors observed
that providing a linearized representation of
the graph to the PLMs results in outperform-
ing the models with a graph-specific structural
bias for the task of graph-to-text generation.

4 Evaluations

The fine-tuning of the models was done using 80%
of the dialogues (640 second-session dialogues,
1284 samples with different turn levels), while the
remaining data was split into 10% (80 dialogues,
160 samples with different turn levels) as the val-
idation set for parameter engineering and early-
stopping, and 10% as unseen test set. Each split
was sampled at the dialogue level to guarantee no
history overlap among splits. An example of a sec-
ond dialogue session and the generated responses
are presented in Appendix Table 5.

4.1 Automatic Evaluation

The results of the automatic evaluation of the mod-
els is presented in Table 1. The perplexity scores
cannot be used to compare the performance be-
tween GePpeTto and iT-5 model classes as the
vocabulary distributions in the pre-training phase
of the two PLMs are not identical. However, the
scores are comparable among iT5 variations as the
same model class pre-trained using the same data.
In fact, the perplexity scores indicate that iT5-Base
demonstrates a better performance than iT5-Small
in all combinations with knowledge representations.
Therefore, we select iT5-Base among the iT5 mod-
els and focus the rest of the analysis on GePpeTto
and iT5-Base.

2the dependency parser used is spaCy: spacy.io

Models nll ppl
GePpeTto 276 15.84
T RAWKnowl. 2719 16.33
+BOHKnowl. 2.85 17.38
+PSGKnowl. 2.77 16.06
iT5-Small 2.18 8.84
+RAW Knowl. 2.19 895
+BOHKnowl. 2.18  8.88
+PSGKnowl. 2.19 893
iT5-Base 205 7.79
+RAWKnowl. 2.04 7.70
+BOHKnowl. 2.12 8.40
1 PSGKnowl. 2.09  8.07

Table 1: Automatic evaluation of the models indicates
that incorporating the knowledge slightly increases the
models’ perplexity (Perplexity scores can not be com-
pared among models since the vocabulary distributions
of pre-training data are not identical).
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iT5-Base +PSG Knowl.
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o
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Figure 3: Perplexity score trends of the models over
increasing size of the training set. The performance
of GePpeTto variations is considerably improved after
observing 50% of the fine-tuning training set.

Considering the small size of the LD dataset
compared to the data used in the pre-training phase,
we studied the impact of fine-tuning the models
by optimizing the models over increasing size of
the training set. The extension of the training set
was gradual (the small portions are subsets of the
big portions) and the performance of models was
evaluated by measuring the perplexity score on the
unseen test set. The results are presented in Fig-
ure 3. The performance of both models is improved
considerably after observing the first 25% and 50%
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Figure 4: Lexical similarity among generated responses
measured by BLEU-4 score. The results indicate a
higher similarity among the responses generated by iT5-
Base models.

of the train set, thus the fine-tuning has been more
effective. However, in the second half of the data,
both models show a steady trend while iT5-Base
achieves a gradual improvement.

To investigate the impact of grounding on the
response lexicalization of the models, we measured
the diversity in the generated responses for the
test set samples via BLEU-4 score, Figure 4. We
observed that there is a higher similarity among
responses generated by iT5 models, while the
responses generated by GePpeTto variations are
more diverse. A similar finding has been observed
in the literature about the performance of auto-
regressive models compared to encoder-decoder
architectures regarding novelty in sequence genera-
tion (Tekiroglu et al., 2022; Bonaldi et al., 2022).
Further, responses generated by iT5-Base with
BOH and PSG representations have the lowest lex-
ical similarity. The responses with the highest lex-
ical similarity are generated by iT5-Base with no
grounding and RAW representation. Nevertheless,
there is a negligible lexical similarity between the
generated responses and the ground truth.

4.2 Human Evaluation

We sampled 50% of the unseen test set (42 di-
alogue histories, 80 samples with different turn
levels) and evaluated the generated responses via
human judges. We evaluated the responses accord-
ing to four criteria using the protocol proposed by
Mousavi et al. (2022):

* Correctness: evaluating grammatical and syn-

tactical structure of the response.

* Appropriateness: evaluating the response to
be a proper and coherent continuation with
respect to the dialogue history.

* Contextualization: evaluating whether the
response refers to the context of the dia-
logue (not generic) or it consists of non-
existing/contradicting information (hallucina-
tion cases).

* Listening: whether the generated response
shows that the speaker is following the dia-
logue with attention.

The annotators were asked to evaluate the re-
sponse candidates and select a decision for each
criterion from a 3-point Likert scale as positive (eg.
Correct, Appropriate), negative (eg. Not Correct,
Not Appropriate), and "I don’t know". We recruited
35 native Italian crowd-workers through Prolific
crowd-sourcing platform®. The workers were asked
to perform a qualification task consisting of evalu-
ating 5 samples (sampled from the validation set)
in an identical setting to the main task. For the
main evaluation, each crowd-worker annotated 3
response candidates for 10 dialogue histories, and
each sample was annotated by 7 crowd-workers.
We also asked the annotators to motivate their de-
cisions for appropriateness and contextualization
criteria by providing an explanation to point out
possible errors in the generated response. More-
over, the ground truth was also included in the
candidate set to be evaluated.

The Inter Annotator Agreement (IAA) level mea-
sured by Fleiss’ «, presented in Appendix Table 4,
indicates high levels of subjectivity and complexity
in Contextualization criterion, suggesting that it
has been difficult for the annotators to assess this
aspect of the responses.

The results of the human evaluation of responses
are presented in Table 2 (the scores are obtained
by majority voting). The evaluation of GePpeTto
models shows that grounding generally worsens
the performance of GePpeTto, regardless of the
representation format, as the best performance is
achieved by GePpeTto with no knowledge ground-
ing. Nevertheless, BOH and PSG representations
slightly improve the grammatical correctness of
this model. The highest level of Contextualiza-
tion among grounded GePpeTto models is achieved
by PSG representation. Regarding iT5-Base varia-

3Prolific: https://www.prolific.co/
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Human Evaluation

Models nll ppl Correctness  Appropriateness Contextualization Listening
Ground Truth - - 97.62% 100.0% 97.62% 97.62%
GePpeTto 276 1584 83.33% 66.67 % 69.05% 64.29 %

+RAWKnowl. 279 1633 83.33% 59.52% 57.14% 57.14%
+BOHKnowl. 2.85 17.38 92.86 % 45.24% 52.38% 42.86%
+PSGKnowl. 277 16.06 90.48% 54.76% 64.29% 50.00%
iT5-Base 205 779 100.0% 66.67% 73.81% 66.67%
+RAWKnowl. 2.04 7.0 85.71% 80.95% 80.95% 76.19%
+BOHKnowl. 2.12 8.40 92.86% 80.95% 85.71% 83.33%
+PSGKnowl. 2.09  8.07 95.24% 73.81% 90.48 % 83.33%

Table 2: Human Evaluation of the fine-tuned models. The results show the impact of different representations of the
knowledge source for grounded response generation in LDs. Refined representations of the knowledge (BOH and
PSG) generally result in better performances than RAW representation.

tions, the results indicate that grounding improves
the models’ performance considerably with respect
to Appropriateness, Contextualization, and Listen-
ing. However, it decreases the model’s Correct-
ness with the highest decrease caused by RAW
representation. PSG representation achieves the
highest level of Contextualization and Listening
overall, besides the highest level of Correctness
among grounded models. Therefore, refined repre-
sentations of the knowledge (BOH and PSG) gen-
erally result in better performances compared to
RAW representation. Nevertheless, there is still
a huge gap between the performance of the best-
performing model and the ground truth, suggesting
the grounded PLMs are not suitable dialogue mod-
els for LDs in the mental health domain.

To gain better insight into the errors made by
each model, we investigated the reasons provided
by the annotators for their judgments. These re-
sults, presented in Figure 5, are complementary to
the evaluation decisions, Table 2, and point out the
errors that resulted in the negative evaluation of a
response by the annotators. The analysis shows that
grounding reduces the cases of genericness in re-
jected responses by GePpeTto, but results in more
cases of hallucinations in the outputs of this model.
The same trend is observed in iT5-Base with RAW
representation. Furthermore, refined knowledge
representations slightly escalate the genericness
issue in rejected responses of iT5-Base. Neverthe-
less, grounding does have any positive impact on
the cases of incoherence in rejected responses of
the PLMs.

4.3 Generation Explainability

According to the human evaluation results, iT5-
Base with knowledge grounding achieves the best
performance among PLMs. We investigated the
contribution of personal knowledge and different
representations on the model’s performance at in-
ference time. We studied the attribution scores
of the input tokens using the Integrated Gradients
technique (Sundararajan et al., 2017; Sarti et al.,
2023) based on backward gradient analysis. We ex-
perimented with two thresholds for the attribution
scores:

* Positive Contribution: Based on the assump-
tion that elements with positive scores have a
positive influence on the model’s performance,
we investigated the tokens with positive attri-
bution scores, However, tokens with small at-
tribution scores have negligible contributions
and thus this analysis can be noisy.

* Significant Contribution: To identify the to-
kens with significant contributions to the gen-
eration, we selected the top-25% of the tokens
in the input sequence (knowledge and history)
according to their attribution score. We then
investigated what portion of these tokens be-
long to each segment of the input vector. For
a fair comparison, the values are normalized
over the segment length.

According to Positive Contribution analysis,
74% of the tokens in the RAW representation have
a positive contribution to the generation with the
majority (30%) of tokens being verbs and nouns.
This percentage for BOH (Bag of Head Nouns) rep-
resentation changes to 79.0%. This result suggests
the importance of nouns for the model inference.
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Figure 5: Explanations provided by the crowd-workers to motivate their negative judgments in Appropriateness
and Contextualization criteria, represented by the percentage of the times the error category (x-axis) was selected.
The figure is obtained by considering all the votes (i.e. not majority voting). Note that the labels are not mutually

exclusive.
Models Knowl.  History
iT5-Base
+RAWKnowl. 44.6%  55.4%
+BOHKnowl. 395%  60.5%
+PSGKnowl. 387%  61.3%

Table 3: Percentage of tokens with significant contri-
bution to the generation (top-25%) in knowledge and
history segments of the input vector for each model.

Regarding the PSG representation, 55.6% of the to-
kens have a positive contribution to the generation
(excluding the tags used for linearization), with the
majority (68%) of tokens being events rather than
participants.

The analysis of the tokens with significant con-
tributions is presented in Table 3. Regarding the
model with RAW representation, the percentage of
tokens with high attribution scores is almost bal-
anced between the knowledge and history segments.
However, for the models with refined representa-
tions of knowledge (BOH and PSG), the dialogue
history contains moderately more significantly con-
tributing tokens.

5 Conclusion

We studied the task of response generation in Lon-
gitudinal Dialogues (LD), where the model should
learn about the user’s thoughts and emotions from
the previous dialogue sessions and generate a per-
sonal response that is coherent with respect to the
user profile and state, the dialogue context, as

well as the previous dialogue sessions. We fine-
tuned two state-of-the-art PLMs for Italian, using
a dataset of LDs in the mental health domain. We
experimented with grounded generation using user
responses in the previous dialogue session as user-
specific knowledge. We investigated the impact of
different representations of the knowledge, includ-
ing a graph representation of personal life events
and participants mentioned previously by the user.

Our evaluations showed there is still a huge gap
between the performance of the general-purpose
PLMs with knowledge grounding and the ground
truth. Nevertheless, we observed that a) refined
representations of the knowledge (such as BOH
and PSG) can be more informative and less noisy
for a grounded generation; b) the encoder-decoder
model exhibited more diversity in the outputs com-
pared to the auto-regressive model; ¢) knowledge
grounding reduces the cases of genericness in re-
sponse, though it can result in more hallucinated
responses.

Limitations

The dataset used in this work is in Italian and there
may be language-specific limitations in the model
performance. GePpeTto is the only candidate for
auto-regressive models for the Italian language at
the time of this research. Therefore, its perfor-
mance may be limited due to the small number of
parameters. We were unable to experiment with
iT5-Large model due to computation power limita-
tions.
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Appendix

Inter Annotator Agreement Level measured by Fleiss’x

Models Appropriateness Contextualization Correctness Listening \ TIAA per Model
GePpeTto 0.27 0.14 0.64 0.15 0.32+0.10
+RAW Knowl. 0.42 0.22 0.36 0.27 0.36+0.11
+BOHKnowl. 0.23 0.05 0.31 0.11 0.27£0.05
+PSGKnowl. 0.30 0.39 0.34 0.26 0.42+0.06
iT5-Base 0.24 0.19 0.06 0.18 0.2740.04
T RAW Knowl. 0.18 0.03 0.30 0.21 0.19+0.06
+BOHKnowl. 0.21 0.17 0.58 0.24 0.26+0.09
+PSGKnowl. 0.17 0.06 0.27 0.14 0.19+0.12
IAA per 0.31£0.09 0.20+£0.06 0.43+£0.20 0.25£0.10
Dimension Fair Poor Moderate Fair i

Table 4: Inter-Annotator Agreement (IAA) level calculated by Fleiss’ s for each model and criterion. Low IAA
level for Contextualization suggests a high level of subjectivity in this criterion.

Dialogue Example

I only worked in the morning, after lunch I went to the bank with
Martina to activate her prepaid card since the one she is using now is
about to expire. I accompanied Paolo to fix the bike and then I went to
the dentist. When I came back, I made sauce for the week and then I

User Responses
Knowledge | from Previous

Dial : . .
talogue ironed. I ran a lot but it was not a very stressful day. I hope to be able to
go to bed early to be able to rest!"
I remember you had a positive feeling about what I read in your notes
[yesterday] "I only worked in the morning, after lunch I went to the bank
Dialogue with Martina to activate her prepaid card since the one she is using now
) Stimulus: is about to expire. I ran a lot but it was not a very stressful day. I hope to
D‘f‘l"g“e be able to go to bed early to be able to rest!". Do you have any new
History thoughts on this?"
I think that working in the morning and in the afternoon was not tiring,
User: actually it was pleasant. I was also able to go to bed early enough, and I
am well rested.
Ground Truth Good! Did you even manage to spend time with your daughter?
GePpeTto I see. Do you often find yourself away from each other?
RAW Knowl. I see. Maybe you could try doing more flexible jobs to increase your

anxiety.

+PSG Knowl. | Good, it's important to know yourself.

Response
Candidates | . I'm glad you feel rested enough. Have you tried any relaxation
iT5-Base ;
exercises?
LRAW Knowl. I'm glad you were able to go to bed early. If you want to write me about

this, we can talk about it anytime.

I'm happy to you rested well. If you want to write more about this, we

+ . i i
PSG Knowl. can talk about it anytime.

Table 5: Example of a second dialogue session, the corresponding user turns in the first session as personal
knowledge, and the generated responses (English translation).
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