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Abstract

This paper reports on the NLPACALL shared
task on Multilingual Grammatical Error De-
tection (MultiGED-2023), which included five
languages: Czech, English, German, Italian
and Swedish. It is the first shared task or-
ganized by the Computational SLA' working
group, whose aim is to promote less repre-
sented languages in the fields of Grammati-
cal Error Detection and Correction, and other
related fields. The MultiGED datasets have
been produced based on second language (L2)
learner corpora for each particular language.
In this paper we introduce the task as a whole,
elaborate on the dataset generation process and
the design choices made to obtain MultiGED
datasets, provide details of the evaluation met-
rics and CodaLab setup. We further briefly de-
scribe the systems used by participants and re-
port the results.

1 Introduction

Shared tasks are competitions that challenge re-
searchers around the world to solve practical re-
search problems in controlled conditions (e.g.,
Nissim et al., 2017; Parra Escartin et al., 2017).
Within the field of (second) language acquisition

This work is licensed under a Creative Commons
Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/.

!The acronym SLA stands for Second Language Acquisi-
tion. More information on the working group can be found
here: https://spraakbanken.gu.se/en/compsla

and linguistic issues related to language learning,
there have now been several shared tasks on vari-
ous topics, including:

* argumentative essay analysis for feedback
generation2 (e.g., Picou et al., 2021), where
the challenge was to classify text sections
into argumentative discourse elements, such
as claim, rebuttal, evidence, etc.;

* essay grading / proficiency level prediction
(e.g., Ballier et al., 2020), where, given an
essay, the major task was to assign a corre-
sponding CEFR proficiency level (Al, A2,
B1, B2, etc);

* second language acquisition modeling (e.g.,
Settles et al., 2018), where the challenge was
to predict where a learner might make an er-
ror given their error history;

Most prominent, though, have been challenges
on so-called grammatical error detection (GED)
and correction (GEC), where the task has been to
either detect tokens in need of correction, or to
produce a correction. Note that the attribute gram-
matical is used traditionally rather than descrip-
tively, since other types of errors (e.g. lexical, or-
thographical, syntactical) are also targeted. GEC
and GED have complemented each other over the
years, and the historical interest in the two tasks
is visualized in Figure 1. In their comprehen-
sive overview of approaches to GEC, Bryant et al.

Zhttps://www.kaggle.com/competitions/feedback-prize-
2021/
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Figure 1: Terms grammatical error detection and grammatical error correction in Google N-grams (1990-2019)

(2023) observe that most GEC shared tasks have  provocative title “Should We Ban English NLP
focused only on English, including HOO-2011/12  for a Year?”. The growing bias of NLP research,
(Dale and Kilgarriff, 2011; Dale et al., 2012), models and datasets towards English (‘the rich’)
CoNLL-2013/14 (Ng et al., 2013, 2014), AESW-  creates inequality by not only making English a
2016 (Daudaravicius et al., 2016) and BEA-2019  ‘better equipped language’, but also by lowering
(Bryant et al., 2019), with only a few exploring  chances of being cited for researchers working on
other languages, such as QALB-2014 and QALB-  other languages than English (‘the poor’). We wit-
2015 for Arabic (Mohit et al., 2014; Rozovskaya  ness therefore a tendency in NLP research where
et al., 2015) and NLPTEA 2014-2020 (Rao et al.,  reseachers prefer to work on English as it is both
2020) and NLPCC-2018 (Zhao et al., 2018) for  the best resourced and best cited language.
Mandarin Chinese. To counter-balance the current dynamics in the
Though datasets do exist for languages other  field towards English dominance, we have taken
than English — including for GEC and GED tasks —  the initiative to form a Computational SLA work-
these rarely feature in shared tasks®. Examples of  ing group whose main aim is to support and pro-
such GEC/GED initiatives are Ndplava and Straka ~ mote work on less represented languages in the
(2019) for Czech, Rozovskaya and Roth (2019) area of GED, GEC and other potential tasks in
for Russian, Davidson et al. (2020) for Span-  SLA. The MultiGED-2023 shared task is the first
ish, Syvokon and Nahorna (2022) for Ukranian,  one organized by this Computational SLA work-
Cotet et al. (2020) for Romanian, Boyd (2018) for  ing group. By bringing non-English datasets, in
German, Ostling and Kurfali (2022) and Nyberg ~ combination with the English ones, to the atten-
(2022) for Swedish, to name just a few. tion of the international NLP community, we aim
to foster an increasing interest in working on these

The Matthew effect in GEC and GED? It can
languages.

be said that the current state of NLP reflects the
Matthew effect — i.e., ‘the rich get richer, and the
poor get poorer’ (Perc, 2014; Bol et al., 2018). The
Matthew effect has been observed and studied in ~ The main focus of the first Computational SLA
various disciplines, including economics, sociol-  shared task was error detection, which we argue
ogy, biology, education and even research fund-  should be given more attention as a first step to-
ing, but is similarly applicable to NLP, as Sggaard ~ wards pedagogical feedback generation. Through
(2022) convincingly argued in the article with the  this task, several needs and challenges became

Swith few exceptions, e.g., UNLP-2023 for Ukranian: Cleérer which we summarize below.
https://github.com/asivokon/unlp-2023-shared-task (1) Use of authentic L2 data for training al-

2 Task and challenges
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gorithms. Leacock et al. (2014) convincingly
showed that tools for error correction and feed-
back for foreign language learners benefit from
being trained on real L2 students’ texts, and that
these systems are better suited for use in In-
telligent Computer-Assisted Language Learning
(ICALL) or Automatic Writing Evaluation (AWE)
contexts. Hence the importance of authentic lan-
guage learner data.

(i) Focus on less represented languages in
GEC/GED. Both GEC and GED have predom-
inantly been explored in the context of English
data. There is a strong incentive to broaden the
language spectrum and draw the attention of the
international NLP community to other, less repre-
sented, languages. We therefore target a few of the
less represented languages, namely Czech, Ger-
man, Italian and Swedish, along with English for
comparison with previous work.

(iii) The requirement (i) to use authentic L2 data
for the task sets further challenges. First of all,
it brings attention to the scarceness of authentic
learner data for a number of languages. Most lan-
guages have modest or tiny collections of L2 data,
if any, which contain error annotation and correc-
tion. As a consequence, the data is too small to
be offered for a shared task by itself. As a way
to overcome that problem, we suggest that several
languages with smaller datasets coordinate their
efforts in a multilingual low-resource context, cre-
ating possibilities for augmentation of data and/or
use of datasets from several languages through do-
main adaptation, transfer learning, and other mod-
ern techniques. The low-resource context above
refers to a limitation on dataset sizes: there is a
maximum of ~36,000 sentences for each Multi-
GED language to stimulate creativity in solving
problems relating to data scarcity, the smallest
datasets comprising ~8,000 sentences.

(iv) However, (iii) brings further the need to
harmonize datasets between the languages partic-
ipating in a multilingual shared task. Harmoniza-
tion includes both data formatting and data anno-
tation (i.e., converting all language-specific error
tags into a set of shared tags). This in itself is
a tremendous challenge since languages differ in
both linguistic terms and in terms of the annotation
approaches and taxonomies adopted by research
teams who collated the various corpora. Our initial
attempts to convert existing error taxonomies for
the five languages to a set of five head categories —

Token Label | Token Label
I c I c
saws 1 saws i
the c show i
show c last c
last c nigt i
nigt i c
c

Table 1: Data example with two sentences. The sen-
tence on the right demonstrates an error that requires
the addition of an extra token, which is indicated by ‘i’
attached to the next token (see ‘i’ attached to the token
show to indicate the missing article the before show)

punctuation, orthography, lexis, morphology and
syntax [POLMS] (Casademont Moner and Volod-
ina, 2022) — proved to be more challenging than
expected. As a result, we simplified the task from
a multi-class error detection to a binary error de-
tection task, leaving the idea of multi-class detec-
tion for future work.

MultiGED task in a nutshell The above chal-
lenges defined the way the task of multilingual
grammatical error detection in low-resource con-
texts was formulated:

Given an authentic, learner-written sen-
tence, detect tokens within the sentence
that contain errors (i.e. perform binary clas-
sification on a per-token level) for each pro-
vided language separately, or as a multilin-
gual system.

\

The tokens should be labeled as either correct (‘c’)
or incorrect (‘1’), as shown in Table 1.

We encouraged development of multilingual
systems that would process all or several lan-
guages using a single model, but this was not a
mandatory requirement. The submitted systems
were evaluated using per-language precision, re-
call, and Fy 5 scores. Fg 5 gives a double weighting
to precision over recall, and is conventionally used
as the primary metric for GED and GEC on the ba-
sis that high precision is more important than high
recall for educational applications (Section 4).

The shared task was organized as an open track,
in the sense that teams were freely permitted to
enhance the provided training and development
data for all languages, provided they report the
use of additional data, and share them for research
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Language | Source corpus | Nr. sentences | Nr. tokens | Nr. errors | Error rate | MultiGED License
Czech GECCC 35,453 399,742 84,041 0.210 | CCBY-SA 4.0
English FCE 33,243 531,416 50,860 0.096 | custom

English REALEC” 8,136 177,769 16,608 0.093 | CCBY-SA 4.0
German Falko-MERLIN 24,079 381,134 57,897 0.152 | CCBY-SA 4.0
Italian MERLIN 7,949 99,698 14,893 0.149 | CCBY-SA 4.0
Swedish SweLL-goldf 8,553 145,507 27,274 0.187 | CCBY-SA 4.0

* We only provide a dev and test set for English-REALEC.
T The original SweLL-gold corpus is released under a CLARIN ID+BY+PRIV+NORED license.

Table 2: MultiGED data statistics.

use and replication studies. This contrasts with a
closed track shared task, where teams are prohib-
ited from using additional training and develop-
ment data beyond that provided by the organizers.

The task aimed to promote research into lan-
guages which have received less attention in GED
or GEC (Czech, Italian, German, and Swedish
alongside English), and for which appropriately
annotated datasets are available, even if modest in
size (8,000 — 36,000 sentences).

Our main contributions are three-fold.

1. We present the first shared task on GED
that includes original L2 learner data from
Swedish, Italian, German and Czech.

2. We introduce a new dataset of Russian
learner English, the REALEC corpus, for the
first time.

3. We standardize the formats of several mul-
tilingual datasets to faciliate development of
multilingual models.

3 Data

We provided training, development and test data
for each of the five languages: Czech, English,
German, Italian and Swedish.* Test sets were
released during the test phase through Codal.ab
and are available there for future work and system
comparisons.” It is important to note that most
corpora are made available on a CC BY-SA 4.0
data license, however the English-FCE uses a cus-
tom license, and the original SweLL-gold corpus
uses a CLARIN PRIV+ID+BY+NORED license.

“The training and development splits are available for
download on the publicly available MultiGED-2023 github
repository: https://github.com/spraakbanken/
multiged-2023

‘https://codalab.lisn.upsaclay.fr/com
petitions/9784

3.1 Source data

For each language, a MultiGED dataset was gen-
erated from a corpus of original error-annotated
learner essays. Table 2 provides an overview of
the source corpora, and data statistics of the re-
sulting MultiGED datasets expressed in number of
sentences, tokens, errors and error rates. Some of
the source corpora mentioned in the Table have
already been used in Grammatical Error Detec-
tion/Correction research, but we also release two
new datasets: one based on REALEC (English)
and another on SwelL-gold (Swedish). Where
possible, we use the same train/dev/test splits as
established in previous work (as is the case for
GECCC, FCE, Falko-MERLIN), and only cre-
ate new splits when necessary (REALEC, Ital-
ian MERLIN, SweLL). All datasets were derived
from error-annotated L2 learner essays. Below, we
provide an overview of each of the source corpora
used to create these datasets.

Czech The Grammar Error Correction Corpus
for Czech — GECCC (Né4plava et al., 2022), con-
sisting of 83,000 sentences, is based on native
and non-native texts collected in several earlier
projects.® The native part consists of essays writ-
ten by children and teenagers attending primary
and secondary schools, either (i) native in standard
Czech, or (ii) in its Romani ethnolect, and (iii)
informal website texts. However, only the non-
native part of GECCC is included in the Multi-
GED datasets: (iv) essays written by learners of
Czech as a foreign or second language, collected
mostly for the CzeSL project (Rosen et al., 2020)
at nearly all levels of proficiency, from begin-
ners to advanced learners’ (Rosen et al., 2020),

The corpus is publicly available at http://hdl.ha
ndle.net/11234/1-4639

"The relatively high share of beginners is the reason why
the error rate for Czech in MultiGED is higher than for other
languages (Table 2).
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but also for the Czech section of MERLIN (Boyd
et al., 2014). Instead of relying on the man-
ual and automatic error annotations available in
CzeSL and MERLIN, errors in spelling and gram-
mar in the entire GECCC were detected and nor-
malized manually, then categorized automatically
using the ERRor ANnotation Toolkit - ERRANT
(Bryant et al., 2017), which was modified for
Czech.® The GECCC corpus is available in its raw
untokenized form and in M? format (Dahlmeier
and Ng, 2012). Basic metadata are available about
sex, age and L1 family, with links to a richer set.

English-FCE The FCE Corpus (Yannakoudakis
et al., 2011) consists of essays written by can-
didates for the First Certificate in English (FCE)
exam (now “B2 First”) designed by Cambridge
English to certify learners of English at CEFR
level B2. It is part of the larger Cambridge Learner
Corpus that has been annotated for grammatical
errors (Nicholls, 2003). The FCE Corpus has been
used in grammatical error detection (and correc-
tion) experiments on numerous occasions, includ-
ing the BEA 2019 Shared Task (Bryant et al.,
2019).

English-REALEC REALEC (Russian Error-
Annotated Learner English Corpus) is a corpus of
essays written by Russian L1 university students
in their final English language examinations de-
signed for students at B1-B2 CEFR levels (Vino-
gradova and Lyashevskaya, 2022). The require-
ments for the two types of essays in this exami-
nation are the same as in IELTS® Task 1 and Task
2. The grammar errors in these essays were an-
notated manually by specially trained students in
the Linguistics Bachelor program. The sentences
from all essays were shuffled for the MultiGED
shared task to avoid any breach of anonymity,
and sentences without any errors identified by the
annotators were manually double-checked once
more. At both stages of annotating errors and pro-
cessing sentences for the MultiGED shared task,
no stylistic improvements were suggested; all sen-
tences remained authentic.

German For German L2 data, we made use of
the Falko-MERLIN GEC corpus as introduced in

8The modified version of ERRANT, potentially useful for
related languages, is available at https://github.com
/ufal/errant_czech. However, error tags produced by
ERRANT are not used in the MultiGED dataset.
*https://www.ielts.org/

Boyd (2018). Falko-MERLIN involved the amal-
gamation of the Falko Corpus — specifically the
248 texts from ‘FalkoEssayl.2’ v2.42 and the 196
texts from ‘FalkoEssayWhig’ v2.02 (Reznicek
et al., 2012) — and 1033 texts from the German
section of MERLIN v1.1 (Boyd et al., 2014). Both
corpora were annotated in a similar fashion, ac-
cording to guidelines which demanded only min-
imal corrections for grammaticality. Falko con-
tains essays at a more advanced proficiency level
whereas MERLIN covers a broader range of pro-
ficiencies.

Italian The Italian data is drawn from the trilin-
gual learner corpus MERLIN, which contains not
only Czech and German texts but also 813 Italian
written learner productions (letters and emails),
collected within the framework of standardised
language tests (Boyd et al., 2014). Similar to the
German texts, the handwritten originals of the Ital-
ian texts in MERLIN were transcribed and nor-
malised manually, with error annotations added on
various levels of linguistic accuracy. Like in the
German data, for the shared task we also used the
provided minimal corrections for grammaticality,
which ignore uncommon stylistic choices.

Swedish For Swedish, we used the SweLL-gold
corpus (Volodina et al., 2019), that contains 502
essays written by adult learners at different pro-
ficiency levels. The essays were manually tran-
scribed, pseudonymized, normalized and correc-
tion annotated. Due to the presence of personal in-
formation in the texts, the corpus is under GDPR
protection'’ and is distributed for individual use
on signing an agreement form. For this reason,
texts in their entirety cannot be freely distributed,
for example, for use in shared tasks. Shuffling of
sentences and removal of demographic informa-
tion was therefore necessary to make SweLL-gold
data openly available for the MultiGED shared
task.

3.2 Data pre-processing

The starting point for the corpora featuring in
MultiGED varied from dataset to dataset. We took
steps to reformat and reshape the corpora so that
they were in a common format, as described in
Section 3.3 and shown in Table 1. This meant that
each corpus needed to be transformed into tabu-
lar form with one token per row in the first col-

Yhttps://gdpr—info.eu/
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umn and labels in the second column, in line with
one of the conventional formats for GED and NLP
tasks used more widely. Pre-processing steps for
each corpus are described below, starting with the
three corpora which have been previously used for
GED experiments: Czech GECCC, English FCE
and German Falko-MERLIN.

3.2.1 Established GED corpora

For Czech, we retained only the learner section
of the corpus, which involved first obtaining a list
of identifiers for the texts written by L2 learners
of Czech (recorded in the ‘Domain’ field of the
metadata file). The GECCC text ID file is aligned
with the ‘input’ file of one sentence per line, but
not with the error annotations file (in M? format:
because M? format involves multiple lines per sen-
tence). We therefore attempted to align the origi-
nal input sentences with the tokenized sentences
given in the M? file, where tokenization meant
that exact matches were often unlikely. We used
optimal string alignment as implemented in the
stringdist package for R (van der Loo, 2014),
allowing for a distance up to two-thirds the char-
acter length of the original sentence, and breaking
any ties manually. Text sequences'! written by L2
learners were then converted from M? to CoONLL
format. We used the training, development and
test splits already defined in the GECCC.

For the English-FCE we started with the M?
format files made available in the BEA-2019
shared task!?. The train/dev/test splits are long-
established for the FCE Corpus: we simply con-
verted the M? files to CoNLL-format and left the
splits as they are. To produce files for GED —i.e.
with binary error labels — we labelled any token
bearing a correction (or following a missing word)
as ‘i’ and all other tokens were labelled ‘c’.

Boyd (2018) described the German Falko-
MERLIN corpus and defined the train/dev/test
splits that we use. We obtained the dataset as M?
files from Adriane Boyd’s GitHub repository'?;
note that the data link there carries a security warn-
ing and so we made the files available in the Ger-
man directory of the MultiGED GitHub reposi-

"'Note that not all sequences in the corpora are necessarily
sentences in a grammatical sense (well-punctuated and con-
taining a finite verb at least), which is why we prefer to refer
to them as ‘sequences’.

12https ://www.cl.cam.ac.uk/research/nl
/bea2019st/

Bhttps://github.com/adrianeboyd/boyd-w
nut2018/

tory. We converted the M? files to CoNLL for-
mat'#, and again used the error corrections to ar-
rive at our final token labels, binary ‘c’ (correct) or
‘1’ (incorrect).

3.2.2 New GED corpora

Next, we turn to the three corpora which have
not previously featured in GED experiments to the
best of our knowledge: English REALEC, Italian
MERLIN and Swedish SweLL.

Using manually annotated parts of English
REALEC in .brat format from https://re
alec.org/index.xhtml#/exam/, a tab-
ular representation was produced. Given that the
manually annotated subsection of REALEC is rel-
atively small, we only released a development set
and a test set for this corpus (i.e., not a training
set), randomly assigning each sentence to dev or
test. The annotation style in REALEC is differ-
ent from the other corpora in the shared task: er-
rors are annotated over spans at least one token
long. As a result, non-errorful tokens may be in-
cluded in the span; e.g., [present-day rythme —
the present-day rhythm], which means it is less
straightforward to precisely map edit labels to to-
kens. We nevertheless attempted to automatically
infer which tokens should be marked as incorrect
using heuristics; e.g. by removing unchanged to-
kens from the peripheries of both sides of the edit
span. Because this conversion process became
noisier the longer the error span however, we opted
not to attempt it for spans longer than eight tokens,
meaning that these longer corrections (just 2.9%
of the multiword corrections) are left as they are
(i.e. all tokens are labelled as incorrect).

For Italian MERLIN we started with the Ex-
maralda'> files provided with the 2018 release of
the MERLIN corpus (v1.1)'®. The .exb files con-
tain manually corrected tokenisation and annota-
tions on various layers, including span annotations
for error annotation and correction, or token level
annotation for edit operations, etc. While the cor-
pus contains annotations for both THI (i.e. target
hypothesis 1, which only contains form-based cor-
rections of linguistic accuracy) and TH2 (i.e. tar-
get hypothesis 2, which also contains meaning-
based corrections considering semantics) as de-

“The Python script for this conversion process,
m2_to_conll_conversion-script.py, is
available in the MultiGED repository: https:
//github.com/spraakbanken/multiged-2023/

Bhttps://exmaralda.org/en/
Yhttp://hdl.handle.net/20.500.12124/6
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fined in Reznicek et al. (2013), we only used the
aligned original and TH1 layers of the multilayer
annotation.

We transferred the aligned layers into a verti-
cal tab-separated table format, marking any cor-
rections in the normal way as ‘i’ and uncorrected
tokens as ‘c’. We omitted lines with unreadable
tokens in the original (marked with ‘-unreadable-’
in the token layer), segmented the text where we
found sentence-final punctuation in order to insert
empty lines between sequences, and applied cor-
rections involving token insertion to the following
token in the sequence (in the multilayer annotation
of Exmaralda these are indicated against empty to-
kens). We randomly assigned each sequence to
train/dev/test with a probability of .8, .1, .1 respec-
tively.

Finally, for Swedish we started with the tab-
ular representation of the data first produced by
Casademont Moner and Volodina (2022), which
was derived from SweLL-gold in JSON format.
As part of processing the corpus, we removed
$ symbols (indicating illegible characters), re-
placed the “-gen” marker with a possessive ‘s’
suffix, and randomly selected one of four op-
tions wherever we encountered an anonymisation
placeholder. For instance, for any occurrence
of the “*-hemland” (‘homeland’) placeholder,
we sampled one of {‘Brasil’, ‘Spanien’, ‘Irak’,
‘Kina’} (Brazil, Spain, Iraq, China); and for
any occurrence of the “*-svensk-stad” (‘Swedish
town’) placeholder, we sampled a made-up place-
name from {‘Sydden’, ‘Norrebock’, ‘Rosaborg’,
‘Ogglestad’}.  Similar fake replacements were
made for ‘*-geoplats’ (‘geolocation’), ‘*-plats’
(‘place’), “*-institution’, ‘*-skola’ (‘school’), ‘*-
land’ (‘country’), “*-region’, ‘*-stad’ (‘town’), ‘*-
linjen’ (‘transport line’).

As a GDPR-related requirement of using
SweLL, we randomly shuffled the order of sen-
tences in order to protect individual privacy. We
then assigned the sentences to train/dev/test splits
with a probability of .8, .1, .1 respectively. As
with Italian MERLIN, in SweLL the insertion
correction type is marked against an empty to-
ken: therefore we carried such annotations for-
ward to the next token, in line with other corpora
in MultiGED, and omitted the empty tokens. Sub-
sequently, the usual ‘i’ and ‘c’ labels were gener-
ated based on the presence of corrections (or not)
against each token in the file.

3.3 Data format

MultiGED data is, thus, provided in a tab-
separated format consisting of two columns and
no headers: the first column contains the token
and the second column contains the label (c or i),
as shown in Table 1. Each sequence is separated
by an empty line, and double quotes are escaped
(\"). Error labels (i) are attached on the same
line where the errors are, with one exception: if
an insertion is necessary, the i label is attached to
the next token; e.g., the right-hand side of Table 1.
System outputs should be generated in the same
format.

4 Evaluation

System evaluation was carried out in terms of
token-based Fp 5 to be consistent with previous
work in error detection (Bell et al., 2019; Kaneko
and Komachi, 2019; Yuan et al., 2021). It has been
customary to evaluate GED/GEC systems in terms
of Fy 5, which weights precision twice as much as
recall, since the CoNLL-2014 shared task, given
that it is more important to an end user that a sys-
tem makes a correct prediction than to necessarily
detect all errors (Ng et al., 2014). Precision (P),
Recall (R) and F-score (Fg) were hence calculated
in the standard way based on the total number of
true positives (TP), false positives (FP) and false
negatives (FN) (Equation 1-3) with the parameter
B =0.5.

TP TP

P=mpyrp V B=7pirny @
B 9 PxR
=0+ gmprr @

One notable limitation of token-based Fg 5 is
that systems will receive multiple rewards for de-
tecting each erroneous token in a multi-word edit,
e.g. [In other hand — On the other hand], when
it might otherwise be more realistic to treat such
cases as a single error. This approximation is gen-
erally acceptible, however, given that multi-token
errors are typically much rarer than single token
errors, and it may in fact be beneficial to reward
systems for the partial detection of multi-token er-
rors. It is nevertheless worth keeping this property
of token-based evaluation in mind.
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Team System description

EliCoDe
Colla et al. (2023)

XLM-RoBERTa language model pretrained on /100 languages
with a stacked linear classifier on top, with a dropout layer in-between
fine-tuned 5 different models for 5 languages on train (or train+dev) data

DSL-MIM-HUS
Ngo et al. (2023)

XLM-RoBERTa language model from the HuggingFace repo
pretrained on ~100 languages, fine-tuned jointly on all MultiGED datasets
i.e. there is only one trained model for prediction of all the test datasets

Brainstorm Thinkers

mBERT, for all six datasets

VLP-char (no eng-realec)
Ngo et al. (2023)
no external datasets

character-based LSTM model with two recurrent layers, unidirectional
supervised approach, separate model for each dataset, REALEC excluded

NTNU-TRH
Bungum et al. (2023)

multilingual system based on LSTMs, GRUs and standard RNNs
with multilingual Flair embeddings
for a sequence-to-sequence labeling multitask learning

su-dali (only swe)
Kurfal and Ostling (2023)

distantly-supervised transformer-based machine translation (MT) system
trained solely on artificial dataset of 200 million sentences, only Swedish
no supervision, training or fine-tuning on any labeled data

Table 3: Overview of submitted systems, lister in the order of registration

4.1 CodalLab

Evaluation was formally carried out on the Code-
Lab competition platform!”, with participants be-
ing allowed to anonymously make a maximum
of 2 submissions on the test data during the test
phase. Each submission was expected to contain
output for as many languages as the team wished
to participate in, and so participants could effec-
tively make a maximum of 2 submissions for each
dataset in the shared task.

It is extremely important to note that we
treated the best score from either submission as the
official result for each team. This means that if a
team scored 50 in Language A and 60 in Language
B from Submission 1, but 45 in Language A and
70 in Language B from Submission 2, the official
score for the team is 50 in Language A (Submis-
sion 1) and 70 in Language B (Submission 2). In
other words, we did not penalise teams for upload-
ing their best system output in different submis-
sions.

5 Teams, Approaches, Results

In total, six teams participated in the task, rep-
resenting five different countries: China, Italy,
Norway, Sweden and Vietnam. Four teams de-
veloped systems for all five languages (and six
datasets): EliCoDe (Colla et al., 2023), NTNU-
TRH (Bungum et al., 2023), DDSL-MIM-HUS

"https://codalab.lisn.upsaclay.fr/com
petitions/9784

(Ngo et al.,, 2023, System 1) and Brainstorm
Thinkers (no submitted system description); one
team submitted results for all five languages ex-
cluding the English-REALEC dataset: VLP-char
(Ngo et al., 2023, System 2); and one team sub-
mitted results for Swedish only: su-dali (Kurfali
and Ostling, 2023).

The different approaches that each team took
are summarized in Table 3. The most success-
ful approaches relied on BERT-like large lan-
guage models (see Table 4). The team with the
best average result across all languages, EliCoDe,
fine-tuned a different model for each dataset and
showed considerably superior recall capabilities
on most datasets (Colla et al., 2023). The second-
best average result came from the DSL-MIM-HUS
team, who fine-tuned one pre-trained model on all
6 datasets at once (Ngo et al., 2023). The same
team also trained a character-based LSTM, VLP-
char. The NTNU-TRH team used LSTMs as well,
implementing their systems with FlairNLP and
comparing monolingual and multilingual scenar-
ios (Bungum et al., 2023). These latter approaches
require less data for training but show weaker per-
formance in recall and precision, either tending to
detect fewer errors or produce a greater number
of false positives. The su-dali team used artifi-
cial data mimicking the error distribution from the
Swedish source corpus, and achieved very good
results on Swedish showing that access to manu-
ally annotated training data can be avoided (Kur-
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a. Results on Czech

Team P R Fos5 |
EliCoDe 82.01 | 51.79 | 73.44
DSL-MIM-HUS 58.31 | 55.69 | 57.76
Brainstorm Thinkers | 62.35 | 23.44 | 46.81
VLP-char 34.93 | 63.95 | 38.42
NTNU-TRH 80.65 | 6.49 | 24.54
Majority 84.32 | 43.22 | 70.85
b. Results on English — FCE

Team P R Fos |
EliCoDe 73.64 | 50.34 | 67.40
DSL-MIM-HUS 72.36 | 37.81 | 61.18
Brainstorm Thinkers | 70.21 | 37.55 | 59.81
VLP-char 20.76 | 29.53 | 22.07
NTNU-TRH 81.37 | 1.84 8.45
Majority 85.35 | 32.48 | 64.39
c¢. Results on English - REALEC

Team P R F0.5 \L
DSL-MIM-HUS 62.81 | 28.88 | 50.86
EliCoDe 44.32 | 40.73 | 43.55
Brainstorm Thinkers | 48.19 | 31.22 | 43.46
NTNU-TRH 51.34 | 1.13 5.19
Majority 65.46 | 27.23 | 51.11
d. Results on German

Team P R Fosl
EliCoDe 84.78 | 73.75 | 82.32
DSL-MIM-HUS 77.80 | 51.92 | 70.75
Brainstorm Thinkers | 77.94 | 47.55 | 69.11
NTNU-TRH 83.56 | 15.58 | 44.61
VLP-char 25.18 | 44.27 | 27.56
Majority 87.80 | 49.88 | 76.21
e. Results on Italian

Team P R Fos5 |
EliCoDe 86.67 | 67.96 | 82.15
DSL-MIM-HUS 75.72 | 38.67 | 63.55
Brainstorm Thinkers | 70.65 | 36.46 | 59.49
NTNU-TRH 93.38 | 19.84 | 53.62
VLP-char 25.79 | 44.24 | 28.14
Majority 90.25 | 40.95 | 72.74
f. Results on Swedish

Team P R Fos |
EliCoDe 81.80 | 66.34 | 78.16
DSL-MIM-HUS 74.85 | 4492 | 66.05
Brainstorm Thinkers | 73.81 | 39.94 | 63.11
su-dali 82.41 | 27.18 | 58.60
VLP-char 26.40 | 55.00 | 29.46
NTNU-TRH 80.12 | 5.09 | 20.31
Majority 89.90 | 45.37 | 75.15

Table 4: Results for each language and team in terms of
Precision (P), Recall (R) and F-score (Fy.5). The Ma-
Jjority score is based on the majority predicted token-
based labels across all systems.

fali and Ostling, 2023).

Czech Systems that relied on Transformer-
based architectures (the top three in Table 4)
achieved the top-3 Fy 5 scores. Despite that, the
best recall comes from the LSTM-based system
(VPL-char).

English-FCE The performance of the
RoBERTa-based architecture, fine-tuned ex-
clusively on the FCE dataset by EliCoDe team,
outperformed other architectures in all evaluation

metrics, indicating its superior efficacy for the
FCE dataset.

English-REALEC The results obtained from
the REALEC dataset were relatively low com-
pared to other datasets, which may be attributed
to the different annotation style in REALEC (see
Section 3.2), and the fact that REALEC was both
released later in the shared task and without a
training split.

German The highest scores were obtained by
all teams on the German Falko-MERLIN dataset.
Remarkably, the teams NTNU-TRH and VLP-
char, who did not use external data, exhibited
substantially better performance on the German
dataset.

Italian The solutions submitted for the German
and Italian datasets exhibited the highest perfor-
mance levels compared to the other datasets. This
finding could potentially be attributed to the fact
that these datasets were sourced from the MER-
LIN corpus and possessed a high level of consis-
tency in their annotations.

Swedish The Swedish dataset received the high-
est participation rate among all the datasets. The
best performance was achieved by Transformer-
based architectures, which is consistent with the
performance on other datasets. Nevertheless, sat-
isfactory results were also achieved by solutions
using LSTMs without pre-training or additional
data.

Altogether, shared task participants submitted
different systems representing a variety of ap-
proaches, including machine translation, LSTMs,
mBERT and XLM-RoBERTa (Table 3). The
best results were achieved by teams employing
the multilingual XLM-RoBERTa (large) language
model pre-trained on ~100 languages (Conneau
et al., 2020). The systems trained and fine-tuned
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Language Team Best Fy 5 |
German EliCoDe 82.32
Italian EliCoDe 82.15
Swedish EliCoDe 78.16
Czech EliCoDe 73.44
Eng-FCE EliCoDe 67.40
Eng-REALEC | DSL-MIM-HUS 50.87

Table 5: Best results for each language dataset.

separately for each language dataset by the Eli-
CoDe team performed substantially better than the
ones that used one multilingual model for all lan-
guages (team DSL-MIM-HUS), with the excep-
tion of the English-REALEC dataset, where the
results were reversed (see the results for the top-
performing systems in Table 5). This is an im-
portant insight, because the EliCoDe team also
showed that for some language datasets multilin-
gual models, fine-tuned on all datasets, performed
better than monolingually fine-tuned ones (Colla
et al., 2023). On the one hand, it is intuitive that
monolingual models might perform better than
multilingual models because they are more spe-
cially trained for a particular target language, but
on the other hand, multilingual models might be
expected to perform better because they have ac-
cess to richer multilingual representations from
linguistically-related languages. In either case,
both approaches have different advantages which
are worth exploring further.

Table 4 also lists the scores from a token-based
majority vote for each language in gray. This is
based on the performance of a system relying on
a majority vote among all system outputs. For
the two languages with an even number of system
outputs — English-REALEC and Swedish — a fall-
back was implemented in case of a tie, namely to
choose the output of the best system (EliCoDe in
both languages). As can be observed, this major-
ity system led to better precision in all languages
and lower recall. If this score were to be included
in the ranking, it would end up on place two for
all languages, except for English-REALEC where,
with an Fg 5 of 51.11 it would obtain first place.

In Figure 2 we combine all system output to get
more insights in the error detection (the i labels).
The blue bars (on the left) represent the percent-
age of errors that were detected by all participat-
ings systems in each language, whereas the orange

50
40
30
20

10

German

Italian

0 -
Czech

English FCE  English REALEC Swedish

m % errors detected by all % errors detected by none

Figure 2: Percentage of errors in the test set which were
either detected by all (blue bars, on the left) or none
(orange bars, on the right) of the participating teams.

bars (on the right) illustrate the percentage of er-
rors none of which the systems were able to detect.
What draws the attention are the high percentages
of errors none of the approaches were able to de-
tect for English (33% for English FCE and 53%
for English REALEC, respectively). Also, when
ranked by best results for all languages (Table 5)
it is counter-intuitive to see that English comes
at the bottom, as English has typically received
the most attention in GED. REALEC is a spe-
cial case — we did not provide training data for it,
and obviously models trained on other languages
or other datasets for the same language did not
generalize well to REALEC — hypothetically be-
cause REALEC had a different type of annota-
tion approach. However, an interesting question is
why performance on the English-FCE dataset was
lower than on all other languages? In this respect,
the EliCoDe team (Colla et al., 2023) carried out
an analysis of training/development splits versus
the test split per language for linguistic similarity
and identified bigger differences between English
splits than any other MultiGED languages; they
conclude this may be the reason why scores were
lower on English.

A short look at the six system output files for
Swedish shows that most of the errors that all sys-
tems missed (i.e. labeled them as c instead of i)
are those that cover:

* lexical choices, for example non-idiomatic
use of vocabulary, e.g. Jag tror att
religion xhar ingen roll.. 18

(‘I think that religion *has no role...”)

e verb tense harmonization with other verb

'8The missed token shown in bold.
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tenses used in the sentence, e.g. Hon
tycker att Hans ar hennes akta
kdrlek men sa xvar det inte
(‘She thinks that Hans is her real love, but it
*was not the case’)

 a few preposition and syntactic construction
choices, e.g. Hur gar det *med dig?
(‘How is it going *with you?’)

* few of the errors missed by all systems would
in fact require longer context than one sen-
tence for determiniting the need of a correc-
tion

Note that these are only indicative insights and
a more thorough analysis would be necessary to
draw any proper conclusions.

Rather obviously, spelling errors resulting in
‘non-words’ (OOVs — out-of-vocabulary strings)
were easier to detect than errors resulting in some
existing word forms (‘real-word errors’). Whereas
the entire Czech test data included 6.937% of non-
words, there were much fewer non-words among
the 1716 incorrect word forms that all the systems
failed to detect: 0.047%. The almost 15:1 ratio
was lower for the English data (about 7:1 for FCE:
1.440% vs. 0.199%; 4:1 for REALEC: 1.135% vs.
0.310%), but it is still clear that real-word errors
were harder to detect.

In future, it would be useful to see error distri-
butions made by systems by types of (gold) error
labels [e.g. POLMS '] and account for their effect
on different language systems performance. An-
other possible interesting analysis could be to cor-
relate system performance with learners’ language
proficiency, their first languages, as well as with
the effect of essay tasks on system performance.

6 Comparison with previous work

To provide some context for the MultiGED results
on the English FCE benchmark, we present Ta-
ble 6, which summarisee results on English GED
in the past five years. The state-of-the-art has been
gradually pushed: Bell et al. (2019) explored the
effect of using different contexual embeddings and
their generalizability to different datasets, showing
the potential of “leveraging information learned in
an unsupervised manner from high volumes of un-
labeled data” and their sensitivity to error types,

POLMS = P-unctuation, O-rthography, L-exical, M-
orphology, S-yntax

System /EnglishFCE | P | R | Fy;
MultiGED-23

EliCoDe 73.64 | 50.34 | 67.40
DSL-MIM-HUS 72.36 | 37.81 | 61.18
State-of-the-art

Yuan-2021, BERT 75.73 | 47.98 | 67.88
Yuan-2021, XLNet 77.50 | 49.81 | 69.75
Yuan-2021, ELECTRA | 82.05 | 50.49 | 72.93
Previous results

Kaneko-Komachi-2019 | 68.87 | 43.45 | 61.65
Bell-2019, BERTgp gy | 64.96 | 38.89 | 57.28

Table 6: Comparison to previous GED results on En-
glish FCE dataset (Yuan et al., 2021; Kaneko and Ko-
machi, 2019; Bell et al., 2019).

with BERT embeddings (Peters et al., 2017) be-
ing especially promising (Fg 5 57.28). Kaneko and
Komachi (2019) complemented BERTg g with
a Multi-Head Multi-Layer Attention (MHMLA)
function to achieve a new state of the art for GED,
reaching Fy5 61.65 on FCE. Yuan et al. (2021)
meanwhile showed that ELECTRA (Clark et al.,
2020) has a “discriminative pre-training objective
that is conceptually similar to GED”, which im-
proved GED results by a large margin on several
public English datasets, reaching Fq 5 72.93 on the
FCE benchmark. Two years later, the results by
Yuan et al. (2021) are still state-of-the-art. The
bulk of work on English provides potential ways
for improvement on other MultiGED languages —
if nothing else, to see whether the same trends hold
cross-linguistically.

We are unable to make similar comparisons for
the other languages in MultiGED because this is
the first time these languages have been evaluated
in the context of GED. More specifically:

* For Czech, previous research explores gram-
matical error correction (GEC) rather than
detection (e.g. Ndplava and Straka, 2019; Na-
plava et al., 2022). There has been some pre-
vious work on the evaluation of Czech er-
ror detection in the context of a spellcheck-
ing tool, Korektor (Ramasamy et al., 2015),
however, this is not fully compatible with the
scope of errors in MultiGED.

* For German, although there is some work
on sentence-level error detection (e.g. Boyd,
2012) and error correction (e.g. Boyd, 2018;
Sun et al., 2022; Pajak and Pajak, 2022), there
is no previous work on token-level GED.
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Feedback type Example NLP task

1. correct/incorrect | incorrect sentence-level acceptability judgment

2. highlighting I saw show last night . GED - grammatical error detection (per token)
3. metalinguistic note definiteness / morphology | multi-class GED

4. error explanation | note rules for noun definiteness | instructive feedback generation

5. correct answer I saw the show last night . GEC - grammatical error correction

6. level/grade CEFR level A2 AEG — automatic essay grading

Table 7: NLP tasks for different feedback types

e For Italian, we are unaware of any work on
GED or GEC at all.

¢ For Swedish, rule-based error detection was
developed within the Granska project, (e.g.
Birn, 2000; Arppe, 2000), however, it is diffi-
cult to use these results for comparison since
the evaluation metrics and test sets are differ-
ent, as is the scope of errors.

We can therefore conclude that the MultiGED-
2023 shared task has established a new set
of benchmark datasets and state-of-the-art GED
baselines for four new languages in this domain:
Czech, German, Italian and Swedish.

7 Concluding remarks

We have presented datasets and results for the
task of multilingual grammatical error detection
for five languages and six corpora, three of which
have not previously featured in the domain of
GED.

We view this contribution primarily as a step
towards empowering “smaller” languages and de-
creasing the Matthew effect in this field (Sggaard,
2022; Perc, 2014; Bol et al., 2018). It is our hope
that the availability of these datasets and base-
lines will spark further GED research for these
languages. Secondly, we view this shared task
as a step towards instructional feedback genera-
tion in ICALL tutoring systems — corrections, er-
ror classification and grammar explanations being
reserved as potential future shared tasks, see Ta-
ble 7 for some ideas.

Besides this, we summarise a few of our in-
sights that might be useful to keep in mind for fur-
ther GED experiments:

1. Pre-trained large language models have no
doubt pushed the field far forward (cf. Yuan
et al., 2021; Colla et al., 2023; Ngo et al.,
2023). Itis left to see in the future how GPT*

20GPT stands for Generative Pretrained Transformers

models can influence the field (e.g. Radford
etal., 2018; Wu et al., 2023; Lund and Wang,
2023).

Monolingual fine-tuning tends to outperform
multilingual approaches, however, there are
some exceptions (Colla et al., 2023; Ngo
et al., 2023; Bungum et al., 2023), and more
attention should be given to multilingual ap-
proaches.

. Embeddings of various types can have a
significant impact on system performance
(Bungum et al., 2023).

Artificial data containing error distributions
similar to the test data facilitates reaching
competitive performance with relatively low
costs (Kurfali and Ostling, 2023), and is a
promising way to go.

. The quality of data annotation is critical for
high performance, as has been indicated by
the results on different MultiGED languages,
the ones coming from MERLIN (German and
Italian) showing better results compared to
other annotation paradigms (see Section 5 for
descriptions of Italian).

Finally, we would like to encourage those who
have L2 data and are willing to use it for a
shared task on L2 language in combination with
other languages, to make contact with the Com-
putational SLA working group.?' Tt would be
especially welcome if languages from beyond
the Indo-European group could feature in future
shared tasks.
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