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Abstract
Realizing the recent advances in Natural Lan-
guage Processing (NLP) to the legal sector
poses challenging problems such as extremely
long sequence lengths, specialized vocabulary
that is usually only understood by legal pro-
fessionals, and high amounts of data imbal-
ance. The recent surge of Large Language
Models (LLM) has begun to provide new op-
portunities to apply NLP in the legal domain
due to their ability to handle lengthy, com-
plex sequences. Moreover, the emergence of
domain-specific LLMs has displayed extremely
promising results on various tasks. In this study,
we aim to quantify how general LLMs per-
form in comparison to legal-domain models
(be it an LLM or otherwise). Specifically, we
compare the zero-shot performance of three
general-purpose LLMs (ChatGPT-3.5, LLaMA-
2-70b, and Falcon-180b) on the LEDGAR sub-
set of the LexGLUE benchmark for contract
provision classification. Although the LLMs
were not explicitly trained on legal data, we
observe that they are still able to classify the
theme correctly in most cases. However, we
find that their mic-F1/mac-F1 performance is
upto 19.2/26.8% lesser than smaller models
fine-tuned on the legal domain, thus underscor-
ing the need for more powerful legal-domain
LLMs.

1 Introduction

Legal professionals typically deal with large
amounts of textual information on a daily basis
to make well-informed decisions in their practice.
This can become very tedious and demanding due
to the overwhelming amount of data they must man-
age and the meticulous attention to detail necessary
to maintain the required precision in their work.
Thanks to the rise of LLMs, many tasks such as
sentiment analysis, named entity recognition, in-
formation retrieval, etc. can now be handled by
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neural models. Though this holds true for the legal
domain as well (Sun, 2023), they aren’t used to
make direct decisions. Nevertheless, these auto-
mated systems that produce legal predictions and
generations, are predominantly useful as advisory
tools for legal practitioners that can augment their
decision-making process.

Transformers (Vaswani et al., 2017) have be-
come the de facto method for many text classi-
fication and multiple choice question answering
tasks. BERT (Devlin et al., 2019), a transformer-
encoder, and its derived models like RoBERTa (Liu
et al., 2019) are commonly employed in legal NLP
tasks. Pre-training such models on legal corpora
can help a model adapt to a specific domain by fine-
tuning it with domain-specific data. LegalBERT
(Chalkidis et al., 2020) is one such BERT model
that was trained on legal-oriented data. CaseLaw-
BERT (Zheng et al., 2021), PoL-BERT (Henderson
et al., 2022), and LexLM (Chalkidis et al., 2023)
are a few more BERT-based variants pre-trained for
the legal domain. Although they show remarkable
performance on various legal tasks in comparison
with general-purpose BERT models, one limit of
these models is that BERT’s input size can only
incorporate a maximum of 512 tokens. For short
sequences this may seem enough, but in the case
of long documents which is commonly found in
the legal domain, where input texts can go over
5000 tokens (and requiring even more in few-shot
settings), it can be a severe drawback as a lot of
important information will get truncated.

Due to this limit, BERT-based models aren’t em-
ployed as-is in long-document tasks. Typically,
methods like hierarchical attention are utilized
where the long document is split into segments
of max length (512 in the case of BERT mod-
els) and these segments are independently encoded.
These segment embeddings are then aggregated
with stacked transformers to get the overall encod-
ing of the entire document. Similarly, recurrent
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transformers (Dai et al., 2019; Yang et al., 2019;
Ding et al., 2021) were proposed to process long
documents by encoding its representation from in-
dividual segments in a recurrent fashion. Sparse
attention is another method that has been proposed
to tackle long sequence inputs (Ainslie et al., 2020;
Zaheer et al., 2020). Longformer (Beltagy et al.,
2020) uses a combination of local and global at-
tention mechanisms to save on computational com-
plexity and enables the processing of up to 4096
tokens. A number of other works (Dai et al., 2022;
Mamakas et al., 2022) show that transformer-based
architectures that can capture longer text boast ma-
jor benefits, even more so when augmented with
strategies like sparse-attention and hierarchical net-
works. This again underlines an important direction
for verbose legal datasets. Our contributions can
be summarized as follows:

• We conduct experiments to compare and ana-
lyze the zero-shot performance of three gen-
eral LLMs to start-of-the-art in-domain mod-
els on the LEDGAR subset of LexGLUE
(Chalkidis et al., 2022). We analyze our re-
sults and provide insights for further research.

• We provide an overview of the most recent
LLM research, the benchmarks and datasets
developed for legal NLP, the challenges faced
when applying them to legal tasks, and pop-
ular approaches that try to solve them. We
believe this to be a useful primer for anyone
looking to get a bird’s eye view of the field.

2 Related Work

In this section, we outline the relevant research on
LLMs, efforts using them for legal domain tasks,
and finally the benchmarks and datasets.

2.1 Large Language Models
OpenAI GPT: GPT (Generative Pre-trained
Transformer) (Radford et al., 2019; Brown et al.,
2020) and the popular ChatGPT variant developed
by OpenAI are a family of transformer-decoder
pre-trained with a vast amount of text data to
perform generative and language modeling tasks
and allows a reasonable context length sufficient to
carry out long-document processing. For instance,
GPT 3.5 allows a maximum of 4096 tokens, and
GPT 4 allows a stunning maximum of 32,768,
ideal for data consisting of long sequences.

Google PaLM: PaLM (Pathways Language
Model) (Chowdhery et al., 2022; Anil et al., 2023)
is an LLM having 540 billion parameters that was
trained on the Pathways architecture. Although
PaLM was initially trained to handle sequence
lengths of up to 2048 tokens, it was increased to
8096 in the 340 billion parameter PaLM 2 for a
longer comprehension of the input.

Meta LLaMA: LLaMA (Large Language
Model Meta AI) (Touvron et al., 2023) is a
collection of foundation language models ranging
from 7 billion to 70 billion parameters. It was
pre-trained natively on 2048 input tokens, but
recent research has shown that the context length
of LLMs can be extended efficiently with minimal
training steps (Peng et al., 2023) and they have
released two variations of LLaMA boasting a
context length of 64k and 128k respectively.

TII Falcon1: As of the time of writing, this
work by Technology Innovation Institute (TII) is
not yet published but the model has been released
by them. It boasts of being the largest open-source
model to date of writing having 180 billion
parameters, and also the highest ranking model on
the Huggingface Leaderboard. It includes models
with 180B, 40B, 7.5B, and 1.3B parameters,
trained on TII’s RefinedWeb dataset (Penedo et al.,
2023).

2.2 LLMs on the legal domain

LexGPT: (Lee, 2023) finetune GPT-J models
on the Pile of Law dataset (Henderson et al.,
2022) and experiment with generative models
for legal classification tasks. They observe that
fine-tuning such out-of-the-box GPTs do not
beat the state-of-the-art and in fact, provides low
performance compared to discriminative models.
This insightfully shows the need to bridge the gap
between powerful LLMs for the legal domain.

PolicyGPT: This work (Tang et al., 2023)
demonstrates how LLMs in zero-shot settings can
perform remarkably well in text classification of
privacy policies on several baseline LLMs. This
points out how a LegalLLM may hold promise in
enhancing performance on other general tasks.

Zero-and-Few-shot GPT: (Chalkidis, 2023)

1https://falconllm.tii.ae/falcon.html
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Figure 1: The frequency distributions of the 100 LEDGAR labels in the original LEDGAR test set from LexGLUE
(left); and in our sampled test set of 1000 examples (right)

conduct experiments most similar to ours. This
study evaluates the performance of ChatGPT on
the LexGLUE benchmark in both zero-shot and
few-shot settings (for the latter, examples were
given in the instruction prompt, which seems to
benefit the model when the number of examples
and labels are around the same). They find that
ChatGPT performs very well, but severely lacks in
performance compared to smaller models trained
on in-domain datasets.

Resonating these findings, the work of (Savelka,
2023) investigates how an LLM (a GPT model)
performs on a semantic annotation task in the
zero-shot setting, without being fine-tuned on
in-domain datasets. The LLM is primed with
a short sentence description of each annotation
label and is tasked with labeling a short span of
text. They observe that while the LLM performs
surprisingly well given the zero-shot setting, its
performance was still far off from the model that
was trained on the in-domain data. In summary,
both these studies highlight the potential fine-tuned
LLMs can bring to the legal domain.

2.3 Datasets and Benchmarks

LexGLUE: (Chalkidis et al., 2022) present
a unified evaluation framework to benchmark
models. The datasets and tasks were curated from
other sources of data considering various factors
into account such as availability, size, difficulty,
etc. They present scores of various Pre-trained
Language Models (PLMs) on their benchmark.

While doing so, they point out interesting results
that suggest that PLMs fine-tuned on legal
datasets and tasks do perform better, albeit PLMs
fine-tuned on only one sub-domain don’t improve
on performance on the same sub-domain. Put
together, their observations point out the need for
a general LegalLLM (powerful enough to outper-
form other models on all criteria of the benchmark).

LegalBench: (Guha et al., 2023) This
benchmark comprises 162 tasks representing six
distinct forms of legal reasoning and outlines
an empirical evaluation of 20 LLMs. They
demonstrate how LegalBench supports easing
communication between legal professionals and
LLM developers by using the IRAC framework
in the case of American law. They observe that
LLMs typically perform better on classification
tasks than application-based ones. They also find
that for some tasks, in-context examples are not
required, or only marginally improve performance.
They thus conclude that the task performance in
LLMs is mostly driven by the task description used
in the prompt.

Pile of Law: (Henderson et al., 2022) The
surge in LLM development emphasizes the need
for responsible practices in filtering out biased,
explicit, copyrighted, and confidential content
during pre-training. Present methodologies are ad
hoc and do not account for context. This paper
outlines a method for filtering in the legal domain
that handles the trade-offs. Thus, Pile of Law, a
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growing 256GB dataset of open-source English
legal and administrative data was introduced to aid
in legal tasks. It allows for the understanding of
government-established content filtering guidelines
and illustrates various ways to learn responsible
data filtering from the law.

MultiLegalPile: (Chalkidis et al., 2021)
The MultiLegalPile is a 689 GB substantial dataset
that spans 24 EU languages across 17 jurisdictions.
It addresses the scarce availability of multilingual
pre-training data in specific domains such as law,
encompassing diverse legal data sources with
varying licenses. With further pre-training of
XLM-R models (Conneau et al., 2019), the study
attains new SotA results on LEXTREME (Niklaus
et al., 2023). The transformation of the XLM-R
base model into a Longformer yields a fresh SotA
in four LEXTREME datasets. In certain languages,
monolingual models substantially outperform the
XLM-R base model, achieving language-specific
SotA in five languages. In LexGLUE, English
models secure SotA in five of seven tasks.

3 Experimental Setup and Results

In this section, we describe our experimental ap-
proach, along with specifics of our evaluations.

3.1 Dataset and Metrics

We use the LEDGAR subset of the LexGLUE
benchmark for our experiments due to its readiness
to work on LLMs (for example, the other datasets
do not have the label names; only the label in-
dices are provided). Given a provision contract, the
model is expected to classify the contract from 100
given labels of EDGAR themes. As mentioned,
there is a high imbalance of data in datasets con-
taining legal corpora. In particular, refer to Figure
1 for the label distribution in the LEDGAR subset
of the LexGLUE benchmark. This could result in
difficulties such as biased models, poor generaliza-
tion, and classification scores due to data imbalance.
To overcome these difficulties and enhance model
evaluations, typically the F1-score is reported for
such models instead of accuracy. The macro-F1
score is an even better metric in the case of data
imbalance compared to micro-F1, and it is due to
this reason that the macro-F1 scores are typically
lower than the micro-F1 on legal tasks.

As for the sequence lengths, (Chalkidis, 2023)
report the average token length of the instruction-

following examples in all the LexGLUE subsets
- the highest being 3.6k tokens. This restricts the
capability of LLM performance due to truncation
as noted earlier, and this is also highlighted in the
study - few-shot settings could not be evaluated
for datasets having averaged token length of more
than 2k for a single example, and in many cases,
the prompts were already truncated up to 4k tokens
(the maximum limit of ChatGPT). The average
token length of the LEDGAR subset is 0.6k.

3.2 Setup

For our experiments, we use the LEDGAR sub-
set of the LexGLUE dataset. As baselines, we
take three LLMs - ChatGPT (GPT-3.5), LLaMA-2
(70b), and Falcon (180b). As the models are very
large, we use Huggingface Chat for LLaMA and
Falcon. Due to this constraint, we only evaluated
on a subset of 1,000 examples. However, we made
sure that the subset had a label frequency distri-
bution close to the original dataset 1 so that the
evaluations may be generalized as much as possi-
ble.

We use zero-shot prompting to evaluate the
above-mentioned LLMs, building on their bene-
fit as explained earlier by other works (Tang et al.,
2023; Guha et al., 2023). However, in the custom
instructions (in ChatGPT) and system instructions
(in Huggingface) we entered the list of EDGAR
theme classes that the model should choose from.
In the same fashion, to ensure that the model does
not generate anything out of the list, we explicitly
mentioned this as an instruction. The exact instruc-
tions that we use are provided in the appendix.

Model mic. F1 mac. F1 # params.
Falcon-Chat 70.9 60.7 180b
ChatGPT 70.6 58.7 175b
LLaMA-Chat 70.4 59.6 70b
LexGPT 83.9 74.0 6b
LegalBERT 88.2 83.0 0.11b

Table 1: Comparison of general LLMs (first three mod-
els, tested on a zero-shot setting) to models fine-tuned
on legal-domain datasets (last two). The current Legal-
LLM is LexGPT, but the much smaller LegalBERT
shows state-of-the-art performance on LEDGAR.

3.3 Results and Discussion

For our experiments, we use three baseline general-
purpose chat variants - ChatGPT-3.5, Falcon-180b,
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and LLaMA-2-70b - and present the results in Ta-
ble 1. General-purpose LLMs perform less well
than smaller in-domain models. The best gen-
eral LLM, Falcon-Chat, performs 19.2% mic-F1
and 26.8% mac-F1 lower than the best in-domain
model, LegalBERT, which itself is much smaller
than the LexGPT, the LegalLLM. Our findings echo
that of (Chalkidis, 2023).

Notably, for class labels with only one exam-
ple in our sampled test set, the three chat-variants
surprisingly show the same results: they fail to
predict them correctly excepting the Qualification
label (the others being Assigns, Books, Powers, and
Sanctions. Similarly, Indemnity is always misclas-
sified as Indemnifications (three examples in total).
Further, labels that are semantically similar are dif-
ficult for the models to handle since they frequently
mislabel such contract provision themes. For ex-
ample, (Taxes, Tax Withholdings and Withholdings)
is almost always labeled as Tax Withholdings by
all the models. (Jurisdictions, Submission To Juris-
diction, Consent To Jurisdiction) is almost always
labeled as Submission To Jurisdiction in the case
of ChatGPT and Jurisdiction in the case of Falcon
and LLaMA. As for (Applicable Laws, Govern-
ing Laws, Compliance With Laws), we observe
that Governing Laws was easiest to predict with
an average accuracy of 90%, and Compliance With
Laws with 80%, but Applicable Laws performs very
poorly with 0% accuracy for LLaMA and Falcon
and 20% for ChatGPT - predicting only one from
a total of 5 samples correctly. However, in the case
of (Payments, Fees, Interests the models seem to
predict them correctly in about 60% of the cases,
with Payments appearing at least once for Fees and
Interests. On average, only 95 of the 100 classes in
the reference labels are present in the predictions.

3.4 Subjective Analysis
Our findings highlight that the perceived advan-
tages LLMs have over BERT-based models (such
as the sheer amount of large parameters, extended
context length, and the amount of pre-training
knowledge), cannot substitute for the obvious edge
in-domain data gives to the much smaller mod-
els. Even when the LLM is trained so (LexGPT),
it couldn’t perform as well as the discriminative
model (LegalBERT). This could be expected as
the latter is more naturally suited for the bench-
mark’s classification tasks than generative models
which are prone to issues like hallucination. Our
label-wise findings seem to support this too.

However, the current legal benchmarks are lim-
ited to NLU tasks. In general, it would be ideal
to have a powerful LegalLLM that can perform
both generative and discriminative tasks. Our find-
ings show that there is a unique challenge in the
legal domain: if we have to build a better Legal-
LLM, we need to find better methods to take ad-
vantage of the in-domain legal data for LLMs as
simply fine-tuning it isn’t enough. As the authors
of LexGPT mention, reinforcement learning from
human feedback could be extremely helpful in im-
proving LexGPT, providing ways for the first Legal-
LLM to produce state-of-the-art results.

However, if we limit the application of legal
models to NLU tasks, our findings turn optimistic.
The results show that the LLMs’ ability to process
large context may not be necessary for classifica-
tion - we hypothesize this could be because verbose
legal text could turn out to have very similar seman-
tic content, so the additional context may not be
useful. This hypothesis could be echoed by find-
ings from (Shaikh et al., 2020), who show that a
careful selection of a handful of textual features
in a verbose dataset is strong enough to help sta-
tistical models achieve high accuracies for binary
classification.

This in fact should be good news, as it means le-
gal practitioners can avoid having to use or train un-
necessarily large or expensive models (both carbon-
wise and cost-wise). Much smaller in-domain mod-
els like LegalBERT are nevertheless superior and
should be used for practical applications, as also
suggested by (Chalkidis, 2023)

4 Conclusion

In this work, we examine three general-purpose
LLMs’ zero-shot performance on a multi-class
contract provision classification task using the
LEDGAR dataset of LexGLUE. Our study shows
that these LLMs, even though aren’t explicitly
trained in legal data, can still demonstrate re-
spectable theme classification performance. The
results highlight the need for better LegalLLMs
adapted to the specifics of the legal industry, which
has been underexplored compared to other domains.
In light of this, we also present a review of related
datasets and models, which we hope will help get
an overview of the field.
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A Custom Prompt

For reproducibility, we present the prompts that
we use for all our experiments. The following is
the entry to the Custom Instructions setting of
ChatGPT. For HuggingChat, we simply provide
both the instructions to the Custom System Prompt
box.

What would you like ChatGPT to know
about you to provide better responses? I want
you to be an EDGAR contract provision classifier.
Given a contract provision, you should correctly
identify the EDGAR theme. Do not give any
explanations.

How would you like ChatGPT to respond?
One answer from the following list: [ {{paste the
list here}} ]. Do not give an option that is not in
the list.
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