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Abstract

The rapid advancement of Generative Ar-
tificial Intelligence (AI), particularly Large
Language Models (LLMs), has led to their
widespread adoption for various natural lan-
guage processing (NLP) tasks. One crucial
domain ripe for innovation is the Technology-
Assisted Review (TAR) process in Electronic
discovery (eDiscovery). Traditionally, TAR
involves manual review and classification of
documents for relevance over large document
collections for litigations and investigations.
This process is aided by machine learning
and NLP tools which require extensive train-
ing and fine-tuning. In this paper, we ex-
plore the application of LLMs to TAR, specif-
ically for predictive coding. We experiment
with out-of-the-box prompting and fine-tuning
of LLMs using parameter-efficient techniques.
We conduct experiments using open LLMs
and compare them to commercially-licensed
ones. Our experiments demonstrate that open
LLMs lag behind commercially-licensed mod-
els in relevance classification using out-of-the-
box prompting. However, topic-specific in-
struction tuning of open LLMs not only im-
prove their effectiveness but can often out-
perform their commercially-licensed counter-
parts in performance evaluations. Additionally,
we conduct a user study to gauge the prefer-
ences of our eDiscovery Subject Matter Special-
ists (SMS) regarding human-authored versus
model-generated reasoning. We demonstrate
that instruction-tuned open LLMs can generate
high quality reasonings that are comparable to
commercial LLMs.

1 Introduction

Electronic discovery (eDiscovery) (Oard et al.,
2013) refers to the process of identifying, col-
lecting, and preserving electronic documents and
data for the purpose of legal proceedings, inves-
tigations, or regulatory compliance. During legal
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procedures, including litigation proceedings and
corporate mergers and acquisitions, the court often
issues a production request. The request mandates
the parties involved to produce documents perti-
nent to the case. A large team of legal practitioners
meticulously examines millions of digital records
to identify the ones that are relevant to the produc-
tion request. This step is a crucial phase of the
eDiscovery process, commonly referred to as re-
sponsiveness determination. During this early step,
legal practitioners often employ Artificial Intelli-
gence (AI)-based tools to help them identify and
prioritize the documents for review. This essential
component of the eDiscovery process is referred to
as Technology-Assisted Review (TAR) (Cormack
and Grossman, 2014).

Another related domain focused on management
and extraction of relevant information from elec-
tronic documents for legal purposes is Legal In-
formation Retrieval (LIR). However, the important
distinctions between eDiscovery and the general
domain of LIR (Ganguly et al., 2023) are in their
purpose, and nature of documents under considera-
tion. eDiscovery is related to request for production
of documents and data that are often in the form of
email correspondences, text messages, articles, and
financial declarations. In contrast, LIR is related
to finding legal information in response to specific
queries from legal databases, case law reposito-
ries, legislative archives, and other legal resources.
The language used in the documents for these two
tasks differ with the latter being richer in legal ter-
minology. In this paper, our primary focus is on
documents pertinent to eDiscovery.

Traditional approaches to TAR have focused on
Boolean querying (Blair and Maron, 1985; Baron
et al., 2007), information retrieval (Oard et al.,
2013) and active learning methodologies (Cormack
and Grossman, 2016; McDonald et al., 2018). In
recent years, the use of supervised learning on
labeled documents, referred to as predictive cod-
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ing (Brown, 2015; Yang et al., 2021), has gained
more popularity within TAR workflows. Predic-
tive coding often employs binary text classification
based on textual, syntactic, semantic, and other
data-driven features. Motivated by the application
of LLMs in zero-shot and few-shot learning in var-
ious domains, including recommender systems and
document annotation (Hou et al., 2023; Törnberg,
2023; Dai et al., 2022; Ahmed and Devanbu, 2022),
we propose a novel approach to predictive coding
using LLMs. Furthermore, we go beyond the pre-
dictive capabilities of LLMs, and leverage them to
provide reasonings for the predictions. This capa-
bility can assist human reviewers in making more
informed decisions. The use of LLMs for predic-
tive coding and reasoning represents a paradigm
shift in a domain burdened by the ever-increasing
volume of documents and escalating review costs
(Yang et al., 2021).

In this paper, we utilize open LLMs, notably
Large Language Model Meta AI v2 (LLaMA2
- 13B and 70B versions) (Touvron et al., 2023)
and Falcon-7B1, as well as the commercially li-
censed Generative Pre-trained Transformer (GPT)-
3.5-turbo model2, for both predictive coding and
reasoning. We explore various methods to use these
LLMs effectively, including zero-shot prompting,
fine-tuning for instruction following (i.e., instruc-
tion tuning), and reasoning generation. Addition-
ally, we conduct a user study involving eDiscovery
Subject Matter Specialists (SMSs) to evaluate the
quality of reasoning generated by these models, and
those authored by a legal SMS. The publicly avail-
able Enron email dataset (Grossman et al., 2011) is
used in our experiments. This dataset comprises of
a large corpus of emails and attachments that had to
be reviewed for their responsiveness to production
requests. We present experimental results of the
various LLM-based predictive coding approaches
on this dataset.

The paper presents related research in Section 2,
describes the datasets used in Section 3, outlines
the experimental approaches in Section 4, and re-
ports the results of classification models as well as
user preferences for generated reasonings in Sec-
tion 5.

1https://falconllm.tii.ae/
2https://platform.openai.com/docs/models/gpt-3-5

2 Related Work

The application of AI in eDiscovery for the pur-
poses of document prioritization, reasoning, and
decision-making are not a recent development
(Araszkiewicz et al., 2022; Ashley and Bridewell,
2010; Conrad, 2010). Notably, the Text Retrieval
Conference (TREC) had consistently featured a
dedicated Legal track from 2006 to 2011 (Baron
et al., 2006; Tomlinson et al., 2007; Oard et al.,
2008; Hedin et al., 2009; Cormack et al., 2010;
Grossman et al., 2011), where eDiscovery was
given prime importance, with emphasis on retrieval
and ranking-based approaches. Several shared
tasks related to eDiscovery, including TAR and
privilege review, were organized to stimulate and
advance research in this specialized domain.

Typical TAR solutions can be decomposed
into retrieval-based (Oard et al., 2013) and
classification-based approaches (Barnett et al.,
2009) (Lewis, 2010). Both of these approaches are
instrumental in facilitating the prioritization of doc-
uments for subsequent review processes. Along-
side these methods, active learning strategies (Cor-
mack and Grossman, 2016; McDonald et al., 2018)
have been extensively explored to boost the opera-
tional efficiency of these models. These strategies
incorporate relevance feedback provided by human
reviewers to enhance model performance. How-
ever, it’s imperative to acknowledge that certain
feedback-based processes can be inherently slow,
expensive and inconsistent. In this paper, we pri-
marily focus on the classification-based approach,
also referred to as predictive coding, which has
gained prominence in recent years.

Conventional TAR approaches are often per-
ceived as black box systems, making it challeng-
ing to trust their decisions. The generation of
reasoning and explanation for TAR models has
received limited attention. Previous approaches
(Chhatwal et al., 2018; Villata et al., 2020) focused
on training models to identify snippets (at sen-
tence level) within documents that are classified
as either responsive or non-responsive. However,
these approaches necessitate training on annotated
data, which is both time-consuming and resource-
intensive.

In this work, we focus on leveraging the capabil-
ities of generative LLMs for both classification and
reasoning. These architectures, rooted in the Trans-
former framework (Vaswani et al., 2017), are char-
acterized by their auto-regressive decoders. Typi-



cally, these models are trained on vast and diverse
corpora of textual data, demonstrating remarkable
proficiency in comprehending natural language in-
structions across diverse domains. These LLMs
are able to generate coherent natural language re-
sponses when provided with appropriate prompts
(Liu et al., 2023). They can interpret the topics
specified in the prompts and execute them effec-
tively. In this study, we experiment with some open
LLMs, such as LLaMA2 (13B and 70B versions)
and Falcon-7B, as well as commercially licensed
models like GPT-3.5-turbo.

3 Dataset

In this section, we describe the dataset used for our
experiments. We used the Electronic Discovery
Reference Model (EDRM) Enron Email Data Set
Version 2, which is the post-processed version em-
ployed in the TREC 2011 Legal eDiscovery track
(Grossman et al., 2011). This dataset serves as a
rich resource for exploring various facets of eDis-
covery, particularly in the context of email commu-
nication.

3.1 Source and Composition

The EDRM Enron Email Data Set Version 2 orig-
inates from the Enron Corporation, once a lead-
ing energy company in the United States that col-
lapsed in 2001 due to accounting malpractices.
The dataset was used in the TREC Legal eDiscov-
ery track from 2009 to 2011. The post-processed
dataset is meticulously organized into 159 direc-
tories, each capturing the email communication
records of individuals associated with the company,
offering a distinct insight into corporate communi-
cation.

3.2 Formats

The dataset is divided into two primary categories:

• Emails: This subset comprises a substantial
portion of the dataset, with a total of 455,449
email messages. Each email has a distinct
document ID and is stored as plain text with
the naming convention doc_id.txt. These
emails are central to our analyses and experi-
ments.

• Attachments: In addition to the emails, the
dataset contains 230,143 attachment files.
Each attachments is linked to a specific

email message and follows the naming for-
mat doc_id.number.txt, where number in-
dicates its sequential order.

Attachments are treated as separate documents.

3.3 Experimental Focus
Following the specifications of the Learning Task
of the TREC 2011 Legal Track, we focused on
three available topics, numbered 401, 402, and 403.
Detailed description of each topic is provided in
Appendix A.1. The task organizers offered a choice
to use either emails, attachments, or both. Evalu-
ations of the submitted runs for this shared task
encompassed these three options. In our experi-
ments, we concentrate on analyzing emails from
each of the aforementioned topics. For simplicity
and consistency, attachments were intentionally ex-
cluded due to their potentially large size and varied
formats, such as spreadsheets, presentations, and
webpages.

Figure 1: Distribution of emails across the seed dataset
and qrels. The color-coded stacked bars show the num-
ber of relevant and non-relevant emails for each topic.

3.4 Training and Testing Data
For our experiments, we used two primary compo-
nents from the Learning Task of the TREC 2011
Legal Track:

• Seeds: The seed data was used to fine-tune
the LLMs to adapt to the eDiscovery domain,
especially in the context of Enron’s email com-
munications.

• Qrels: The query relevance judgments (qrels)
served as our test set. This dataset allowed
us to evaluate the effectiveness of the LLMs
in identifying relevant documents within the
Enron Dataset for the given topics.

Figure 1 shows the distribution of emails across
the three topics used in our study. The seed data



and qrels for each topic are highly imbalanced with
a majority of documents being non-relevant.

We focused on topics from the 2011 TREC Le-
gal track, rather than prior years (i.e. 2009 and
2010 TREC Legal tracks), for two main reasons.
Firstly, each topic from this year featured a rela-
tively larger number of labeled documents in both
the seed and qrel sets, and showcased a diverse
range of label distributions. For instance, Topic 401
displayed a fairly balanced distribution between rel-
evant and non-relevant documents, whereas other
topics exhibited significant imbalances. Secondly,
the dataset from this year provided a sufficient
number of topic statements to effectively evaluate
the capability and generalizability of our approach
when applied to predictive coding.

4 Methodology

In this study, we primarily focus on examining sev-
eral generative models from the decoder-only auto-
regressive family, a subset of the broader category
of LLMs. These models have gained significant at-
tention and adoption following the introduction of
ChatGPT3. Legal departments and law firms have
expressed interest in utilizing these models to en-
hance their document review processes, achieving
both scalability and cost-efficiency. We explore
four models: Falcon (7B version), LLaMA2 (both
13B and 70B versions), and GPT (3.5 turbo ver-
sion). Our experimentation involves two distinct
methodologies: out-of-the-box (OOB) prompting
approach and fine-tuning of open LLMs, with a
special emphasis on Falcon 7B and LLaMA2 13B,
which have been shown to outperform other open
LLMs of similar size across various benchmarks4.
We detail these methodologies in the subsequent
sections.

4.1 Prompt Engineering
A common method to interact with a decoder-
based auto-regressive LLMs is through prompts.
A prompt is a natural language instruction that
combines topic specifications, contextual infor-
mation, and input parameters for executing the
specified tasks. The LLM interprets the task de-
scribed in the prompt and generates correspond-
ing responses. Prompting greatly improves the
usability of decoder-only models, allowing users

3https://chat.openai.com/
4https://huggingface.co/spaces/HuggingFaceH4/open

_llm_leaderboard

without technical knowledge to effectively interact
with them using just natural language. Without
the knowledge of the technical intricacies, such as
coding or statistical methodologies, one can easily
interact with these models using this zero-shot ap-
proach. The art of crafting effective prompts has
paved the way for a new area of research known
as prompt engineering. Prompt engineering (Liu
et al., 2023) is an iterative process which entails
the creation, evaluation, and refinement of prompts,
all aimed at enhancing performance outcomes for
the targeted topic.

In this paper, we present a systematic approach
towards prompt engineering grounded on perfor-
mance evaluation on a sample set of qrels. We
started with an initial prompt for each topic, and
iteratively refined it to derive a final optimized
prompt. To ensure that the prompt template, topic
statement, and email content all fit within the con-
text length limitations of the LLMs used in this
study, we truncated each emails to its first 300 to-
kens (emails from our dataset have a median word
count of < 50). To evaluate the effectiveness of
incremental updates to the prompts, we computed
macro F1 score on a randomly chosen subset of
50 emails from the qrels for each topic, and then
compared the results through each iteration. The
prompt which gave us optimal performance on this
smaller prompt-evaluation subset was then applied
on the entire set of qrels (test set) for a compre-
hensive evaluation. In the early stages of prompt
engineering, our primary emphasis was on classifi-
cation metrics. However, after achieving optimal
performance, we shifted our focus to producing
high-quality reasoning, achieved by providing the
model with explicit guidance through the prompt.

4.2 Instruction Tuning

Instruction tuning is the process of fine-tuning
LLMs to follow instructions for targeted tasks (Wei
et al., 2021). The process necessitates the use of an
instruction dataset, comprised of instruction-output
pairs that function as the training data. Within the
scope of the predictive coding application, our pri-
mary objective is to evaluate the relevance of emails
in relation to topic statements (typically character-
ized as production requests). To facilitate this, in-
structions or prompts are crafted in simple English
by describing the topic of relevance determination,
and providing the email and topic statement, and
finally providing the expected output in plain text



– either ‘Yes’ or ‘No’ – based on the email’s rele-
vance to the given topic. To fine-tune the models,
we create the prompt and its corresponding output
using the seed set from our dataset. The evaluation
is conducted on the qrels.

LLMs can be instruction tuned through various
methods. While a typical approach involves full
fine-tuning, it often comes with significant infras-
tructure requirements. As an alternate, parameter-
efficient techniques like Low Rank Adaptation
(LoRA) (Hu et al., 2021) and Quantized LoRA
(qLoRA) (Dettmers et al., 2023) offer a way to
fine-tune on relatively modest infrastructure, while
maintaining performance that’s comparable to full
fine-tuning (Liu et al., 2022). This can be further
augmented by aligning the model with human pref-
erences using Reinforcement learning with Human
Feedback (RLHF). However, RLHF demands a
vast collection of manually curated preference data.
In this paper, our primary delve into the explo-
ration of LoRA and qLoRA. Their minimal infras-
tructure requirements and cost-effectiveness make
these techniques especially fitting for our research
objectives.

LoRA is a fine-tuning methodology that decom-
poses the model’s weight matrix into a low-rank ap-
proximation. This approximation is subsequently
trained on topic-specific data, capturing nuanced,
topic-specific intricacies while the original weights
are kept frozen. As a result, this approach intro-
duces fewer trainable parameters, requiring signifi-
cantly less compute power. It also requires a lower
volume of training data compared to more exten-
sive fine-tuning approaches.

Upon the completion of the learning process,
the resultant LoRA adapter weights can be merged
with the original LLM weights. This produces an
updated set of weights for subsequent inference.
LoRA adapters can either be integrated across the
model weight layers or be selectively applied to spe-
cific layers, offering flexibility in adaptation. This
choice dictates the number of trainable parameters
utilized during the learning process. We conducted
a hyperparameter search on various LoRA parame-
ters, to identify the optimal combination of these
values for each topic statement.

qLoRA is a fine-tuning technique designed to
reduce the Graphics Processing Unit (GPU) mem-
ory requirements of a model by employing weight
quantization. In essence, this method involves con-
verting the base model’s wide range of weight val-

ues into a more compact range through min-max
scaling. As a result, the transformed weights re-
quire less memory for storage. To illustrate this,
consider the storage of integers ranging from -128
to 127, which requires 8 bits of storage. However,
by mapping these values to a narrower range, like
-16 to 15, only 4 bits are needed. This reduction
in bit width effectively decreases the memory foot-
print by a factor of 2. When applied across the
model’s weight matrix, this quantization leads to
significant memory savings. As an example, if
the initial model occupies 50GB of memory, the
quantized model only needs 25GB of GPU memory.
Importantly, the original weights can be restored by
implementing an inverse scaling operation, albeit
with a marginal loss of information.

4.3 Explanation Generation
One notable advantage of using LLMs over tra-
ditional text classification-based models is their
ability to generate explanations. By providing
appropriate prompts, these models can generate
coherent reasoning to explain model predictions.
Smaller LLMs, such as LLaMA2-13B, typically
exhibit limited proficiency in reasoning through
OOB prompting, especially when compared to their
larger counterparts like LLaMA2-70B (Wei et al.,
2022). These smaller models are often less verbose
and tend to repetitively reiterate the topic statement.

Nonetheless, there’s potential to improve the rea-
soning capabilities of these models through instruc-
tion tuning. Such improvement demands access to
annotated reasoning data, which is not readily avail-
able for the Enron emails dataset. In this dataset,
our seed set is restricted to binary labels (yes/no) of
relevance. To address this limitation, we utilize the
LLaMa2-70B model with OOB prompting to gen-
erate reasoning on the seed set. Subsequently, the
generated reasoning (on correctly predicted labels)
serves as the foundation for instruction tuning of
the LLaMA2-13B model for improved explanation
generation.

4.4 User Study
We conducted a user study to evaluate the qual-
ity of reasoning that different models generated
concerning the relevance of emails to given topic
statements. For this assessment, we curated a set of
20 distinct predictions by randomly sampling from
the qrels. We focused solely on cases where every
model made accurate predictions. We created a
questionnaire that was distributed to five eDiscov-



ery SMSs who has knowledge in the domain of
legal document review.

The primary objective of this study was to gauge
human preferences for reasoning generated by dif-
ferent models. Each annotator was presented with a
question comprising the email text, the topic state-
ment, the actual label, and five separate reasoning
outputs generated by five different techniques. A
snapshot of this survey is shown in Appendix A.2.

Of the five techniques used, one reasoning in-
stance was crafted by a SMS from our eDiscovery
team (not involved in the subsequent survey). The
other four were generated using the following meth-
ods: LLaMA2-13B OOB, LLaMA2-70B OOB,
LLaMA2-13B fine-tuned, and GPT-3.5 OOB. To
reduce biases, these reasoning outputs were pre-
sented to annotators in a random sequence. Anno-
tators were then asked to rate each reasoning on a
scale of 1 to 5, where 5 denoted the top preference
and 1 the lowest. Annotators were urged to avoid
assigning tied scores whenever possible, aiming to
derive a clear ranking indicative of preference.

Interestingly, the 13B fine-tuned model occasion-
ally generated outputs similar to those of the 70B
OOB model. This overlap was expected since the
70B OOB model was used to create the ground
truth data for the 13B model. Consequently, occa-
sional ties in the reasoning scores were anticipated.
After gathering the preference data, we analysed
the results and ranked the models based on the
preferences of the SMSs.

5 Results

In this section, we present the results of applying
LLMs to the predictive coding process. The train-
ing and evaluation were conducted on the seed data
and qrels for topics 401, 402, and 403 from the
TREC 2011 Legal track. Model performance was
evaluated on the qrels using standard classification
metrics, such as precision, recall, and macro F1
scores.

5.1 Prompt Engineering

Table 1 shows the initial prompt, which through
several iterations of performance improvements
on a sample set of qrels, was refined to derive
the final prompt. For the sake of brevity, we fo-
cus exclusively on results for the LLaMA2-13B
model. In the final prompt, several elements col-
lectively contribute to achieving the improved out-
come: the strategic emphasis on distinct terms such

as “email”, “topic”, and “relevant”, the consistent
use of these terms throughout the prompt, a clear
demarcation between inputs and their surrounding
context, precise specification of the desired output
structure, and intentional guidance provided to the
model for task execution.

The results of OOB prompting for Falcon-7B,
LLaMA2-13B, LLaMA2-70B, and GPT-3.5 are
presented in the top third of Table 2. The results
clearly show that GPT-3.5 outperforms other open
LLMs when used through OOB prompting (even
with the more effective model-specific prompt en-
gineering).

We make an interesting observation that a chosen
prompt for one model might not produce favorable
results when used with other models. As a result,
we crafted prompts tailored to each model. The un-
derlying rationale behind these varied outcomes are
still a subject of ongoing research and fall outside
the scope of this paper.

In terms of GPU memory requirements, we were
able to conduct OOB inference on two 40GB A100
GPUs for both Falcon-7B and LLaMA2-13B. How-
ever, for the LLaMA2-70B model, a more substan-
tial hardware configuration with eight 40GB A100
GPUs was required.

5.2 Instruction Tuning

We limited our model selection for instruction tun-
ing to those compatible with two 40GB A100
GPUs. Consequently, the instruction tuning pro-
cess was solely performed on the Falcon-7B and
LLaMa2-13B models. Due to the significant cost
of instruction tuning for GPT-3.5, we opted not
to include it in this study. The instruction tuning
process followed the methodologies outlined in
Section 4.2, and the improved results achieved af-
ter extensive hyperparameter tuning (described in
Appendix A.3) are detailed in the last four rows of
Table 2.

In order to instruction tune our models, we used
the improved prompt described in the preceding
subsection. This fine-tuning process utilized the
seed set and was subsequently evaluated against the
qrels. As shown in Table 2, for both LLaMA2-13B
and Falcon-7b models, the LoRA instruction tuned
models outperform their OOB counterparts in de-
termining relevancy. This is quite significant for
topic 401 as the seed set was sufficiently balanced.
For Falcon, we saw an improvement from an F1
score of 0.39 to 0.79, while for LLaMA2-13B this



You are a subject matter expert reviewing a As a subject matter expert, youQr task is to read the

document to evaluate if it is related to a topic. following email and determine from its contents

Respond with Yes if the document is directly whether it is related to the provided topic.

or indirectly related to the topic or No if not Email: """email_text"""

related. On a new line, give a reason. Topic: """topic_statement"""

Topic: topic_statement Task: Decide whether the email is related to the

Email: email_text topic or not. Provide a simple ’yes’ or ’no’ answer.

Additionally, give a reason to support your answer,

by summarizing parts of email that helped

you make this decision.

Answer and Reason:

(a) (b)

Table 1: The initial prompt (a) and the final improved prompt (b) were iteratively developed for the LLaMA2-13B
model. An evaluation was conducted using a random sample of 50 questions spanning the three topics. The initial
prompt yielded a macro average F1 score of 0.29, whereas the improved prompt achieved a significantly improved
F1 score of 0.51. Improved prompt (b) exhibits a deliberate emphasis on specific terms, such as “email”, “topic”,
and “related”, which are consistently employed throughout the prompt. Notably, the email and topic statements are
distinctly delineated by the use of triple quotes. Additionally, a structured output format is outlined. The model is
directed to provide its reasoning by “summarizing parts of the emails”. This iterative refinement process represents
a systematic and methodical approach to enhance the prompt, resulting in improved performance for classification
and reasoning.

401 402 403
Type Model F1 Precision Recall F1 Precision Recall F1 Precision Recall

OOB

Falcon 7B 0.39 0.51 0.50 0.33 0.48 0.46 0.28 0.47 0.42
LLaMa v2 13B 0.56 0.56 0.56 0.54 0.55 0.59 0.47 0.52 0.56
LLaMa v2 70B 0.58 0.71 0.66 0.63 0.69 0.61 0.66 0.66 0.65

GPT 3.5 0.61 0.76 0.62 0.66 0.82 0.62 0.66 0.64 0.68

LoRA Falcon 7B 0.79 0.79 0.80 0.60 0.59 0.60 0.60 0.59 0.66
LLaMa v2 13B 0.85 0.84 0.86 0.59 0.59 0.66 0.68 0.68 0.67

qLoRA Falcon 7B 0.74 0.79 0.78 0.60 0.76 0.58 0.53 0.58 0.77
LLaMa v2 13B 0.69 0.71 0.69 0.62 0.61 0.66 0.63 0.61 0.69

Table 2: Comparison of LLM Performance Metrics on TREC 2011 Topics 401, 402, and 403 for the assessment
of emails relevance to topic statements. The uppermost four rows pertain to Out-of-Box (OOB) prompting, the
subsequent two rows are dedicated to LoRA-based fine-tuned models, and the final two rows concern qLoRA
fine-tuned models.

jumped from 0.56 to 0.85. Both these models, sur-
passed GPT-3.5-turbo OOB results on this topic
statement. These results empirically highlight the
advantages of LoRA instruction tuning. Similarly,
for qLoRA finetuned models, we see a performance
improvement compared to OOB prompting across
all the topics. However, this is not as significant as
LoRA finetuned models.

5.3 Quality of reasoning

The summary of the user study for evaluating the
quality of reasoning can be found in Fig 3. The
figure shows the mean score obtained by different
techniques that were used for reasoning genera-
tion. Notably, of the five reasoning techniques

assessed, the rationale generated by the LLaMA2-
70B OOB model was the one preferred by the
SMSs of our eDiscovery team, achieving a mean
preference score of 3.58 with a standard error of
0.12. On the other hand, the reasoning produced
by the LLaMA2-13B OOB model was the least
favored, as reflected by its mean score of 2.08
and a standard error of 0.14. Furthermore, the rea-
soning generated by the LLaMA2-70B OOB and
LLaMA2-13B fine-tuned models were preferred
over SMS generated reasoning, which had a mean
score of 3.01 and standard error of 0.15.

It is interesting to observe that the reasoning ca-
pability of the LLaMA2-13B model significantly
improved after fine-tuning, as supported by the



(a) (b) (c)

Figure 2: Frequency distribution of reasoning preference scores ascribed to various techniques by the 5 Subject
Matter Specialists (SMSs) engaged in the survey. A total of 20 email samples were presented to each SMSs, along
with their relevance to a topic (401). They were provided with five distinct rationales, generated by five distinct
techniques, in support of the email’s topical relevance. SMSs were instructed to score the reasonings on a scale
of 1-5, wherein 5 signified the highest preference and 1 indicated the lowest preference. 2(a) shows the number
of times a reasoning generation technique is ranked at the first position by SMSs. 2(b) shows the sum of scores
received by each technique on the 20 questions for each SMSs. 2(c) shows the distribution of scores received by
each model across the SMSs and questions.

Figure 3: Mean and standard error of reasoning prefer-
ence scores for each model as rated by SMSs

SMS preferences. This improvement is reflected in
a mean score of 3.4 and a standard error of 0.12, fur-
ther corroborating our initial hypothesis that fine-
tuning contributes to improved performance. Sur-
prisingly, the average preference score for GPT-3.5
was notably lower, coming in at 2.94 with a stan-
dard error of 0.13.

Detailed results of the survey are shown in Fig-
ure 2. Figure 2(a) provides insights into the fre-
quency with which a technique was ranked high-
est by a SMS. Figure 2(b) shows the cumulative
scores accrued by various techniques during when
assessed by different SMSs. Figure 2(c) displays
the distribution of scores that individual models
received from the entire pool of SMSs and ques-
tions. Notably, of all the techniques reviewed, the
LLaMA2-13B OOB model consistently registered

a low score in a majority of evaluations conducted
by the SMSs.

6 Conclusion

This study is among of the first works to assess
the efficacy of generative LLMs in the eDiscov-
ery document review process. We compare the
classification performance of various open and
commercially-licensed LLMs, and demonstrate
that although OOB performance of open LLMs are
worse compared to GPT-3.5, these models can be
finetuned to achieve comparable results to GPT-3.5.
Moreover, we conduct a user study and show that
the SMSs favored AI-generated reasoning over hu-
man reasoning, underscoring the viability of these
approaches in eDiscovery.

In terms of scalability, we suggest that there is
no inherent need to deploy large models such as
GPT-3.5 or LLaMa2-70B for production purposes.
The LLaMA2-13B model, which fits on just two
40GB A100 GPUs, can be fine-tuned to yield sim-
ilar classification performance and reasoning that
rivals human reasoning – as supported by our user
study. This approach offers significant savings in
infrastructure costs associated with model deploy-
ment.

7 Future Work

In future, we aim to extend the scope of this work
by including all the TREC topics from 2009 to
2011. Additionally, we intend to enhance our
framework by including attachments, allowing for
a deeper analysis. We also plan to undertake the
prioritization task, wherein we focus on comput-



ing ranking metrics such as F1@k, precision@k,
recall@k, where k represents the number of doc-
uments reviewed. This will allow us to conduct a
thorough examination of model performance across
the Enron emails corpus and in turn help us iden-
tify the specific ‘k’ at which recall surpasses certain
court-mandated thresholds.

Furthermore, we plan to conduct a large-scale
user study, involving a broader cohort of annota-
tors and an expanded array of survey questions.
We also plan to assess the degree of inter-annotator
agreement within this extended study, employing
established metrics such as Cohens Kappa (Smee-
ton, 1985) or Krippendorf Alpha (Gwet, 2011) to
quantify the level of consensus among annotators.
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A Appendix

A.1 Topic Statements
The three topics, numbered 401, 402, and 403, used
in the TREC 2011 Legal Track learning task are
described below:

A.1.1 Topic 401
All documents or communications that describe,
discuss, refer to, report on, or relate to the design,
development, operation, or marketing of enronon-
line, or any other online service offered, provided,
or used by the Company (or any of its subsidiaries,
predecessors, or successors-in-interest), for the pur-
chase, sale, trading, or exchange of financial or
other instruments or products, including but not
limited to, derivative instruments, commodities, fu-
tures, and swaps.

A.1.2 Topic 402
All documents or communications that describe,
discuss, refer to, report on, or relate to whether the
purchase, sale, trading, or exchange of over-the-
counter derivatives, or any other actual or contem-
plated financial instruments or products, is, was,
would be, or will be legal or illegal, or permitted or
prohibited, under any existing or proposed rule(s),
regulation(s), law(s), standard(s), or other proscrip-
tion(s), whether domestic or foreign.

A.1.3 Topic 403
All documents or communications that describe,
discuss, refer to, report on, or relate to the environ-
mental impact of any activity or activities under-
taken by the Company, including but not limited
to, any measures taken to conform to, comply with,
avoid, circumvent, or influence any existing or pro-
posed rule(s), regulation(s), law(s), standard(s), or
other proscription(s), such as those governing envi-
ronmental emissions, spills, pollution, noise, and/or
animal habitats.

A.2 User Survey
Figure 4 shows the snapshot of the survey spread-
sheet provided to the SMSs. The first part contains
the instructions and the topic statement. These
panes were frozen while the annotator could scroll
through the rest of the data. Each row consisted
of an email content, followed by the relevancy to
the topic statement, and the five reasonings which
the annotators had to rate. The reasonings were
randomly shuffled to prevent annotator bias.

A.3 Hyperparameter Ranges
We conducted an extensive hyperparameter search
to tune model parameters for instruction tuning. We
primarily tuned LoRA parameters such as rank (r),
scaling factor (alpha), target modules (the layers
where the adapters are inserted), learning rate, and
number of epochs. For the rank parameter, we
considered values of 4, 8, 16, and 32. The scaling
factor was checked for values of 16 and 32. For
adapter placement, we examined insertion into one
or more of the following layers: query-key-value,
attention output, upsampling, or downsampling.
The learning rate was varied across three orders
of magnitude: 1e-3, 1e-4, and 1e-5. Similarly, the
number of epochs was chosen from the range of
1 to 4. To ensure a detailed exploration of the
hyperparameter space, we randomly sampled 16
distinct combinations from these ranges for each
model. All the qLoRA experiments were done in 4
bit precision with same hyperparameter ranges as
described above.



Figure 4: Snapshot of the survey spreadsheet.


