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Abstract
Commercial contracts are known to be a
valuable source for deriving project-specific
requirements. However, contract negotiations
mainly occur among the legal counsel of the
parties involved. The participation of non-
legal stakeholders, including requirement ana-
lysts, engineers, and solution architects, whose
primary responsibility lies in ensuring the
seamless implementation of contractual terms,
is often indirect and inadequate. Consequently,
a significant number of sentences in contractual
clauses, though legally accurate, can appear
unfair from an implementation perspective to
non-legal stakeholders. This perception poses
a problem since requirements indicated in the
clauses are obligatory and can involve punitive
measures and penalties if not implemented
as committed in the contract. Therefore, the
identification of potentially unfair clauses in
contracts becomes crucial. In this work, we
conduct an empirical study to analyze the
perspectives of different stakeholders regarding
contractual fairness. We then investigate the
ability of Pre-trained Language Models (PLMs)
to identify unfairness in contractual sentences
by comparing chain of thought prompting
and semi-supervised fine-tuning approaches.
Using BERT-based fine-tuning, we achieved
an accuracy of 84% on a dataset consisting of
proprietary contracts. It outperformed chain
of thought prompting using Vicuna-13B by a
margin of 9%.

1 Introduction

Contracts represent legally binding agreements
among all participating stakeholders. Contract
drafts typically undergo several iterations before
they can be finalized, owing to their business criti-
cality. The iterations involve extensive negotiations
among legal professionals on accepting or rejecting
parts of drafts put forth by other parties. This
collaborative exchange of perspectives is critical in
ensuring that all involved parties ultimately view
the resulting contracts as acceptable.

Commercial contracts between enterprises are
invaluable sources for deriving project-specific
requirements (Sainani et al., 2020). The require-
ments indicated in the contractual clauses are
obligatory. Therefore, it is important that they
are perceived as practical and implementable by
stakeholders responsible for meeting those com-
mitments. However, these non-legal stakeholders,
such as project managers, requirement analysts, en-
gineers, solution architects, and delivery personnel,
are not directly involved in contract negotiations.
While in-house legal experts do consult various
teams to understand the feasibility and scope of
individual projects before drafting a contract, there
is considerable room for oversight in the high-level
discussions that take place (Tomlinson and Lewicki,
2015). The issue is further aggravated because the
non-legal stakeholders share a limited understand-
ing of Legalese, the specialized language used in
contract writing. Consequently, many clauses can
seem unfair to non-legal stakeholders despite being
the results of iterative negotiations by legal experts.
The perception of all involved stakeholders needs
to be adequately captured during contract drafting
for smooth governance (Karabulut et al., 2020).

In this work, we examine contracts from an
angle of fairness, or lack thereof, from non-legal
stakeholders’ perspectives who must implement the
obligatory requirements outlined within contracts.
To achieve this goal, we conducted an empirical
study involving legal and non-legal stakeholders
who are often participants in contract negotiations
and/or responsible for implementing the projects
according to contract obligations. Our primary
objective was to gain insights into their perceptions
regarding fairness within contracts. Our analysis
revealed multiple scenarios of unfairness that can
occur within contract text. Some clauses are
interpreted as ‘clearly unfair’ by both legal and non-
legal stakeholders because they seem to be causing
an obvious imbalance in parties’ rights or obliga-
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tions. Such clear unfairness is often encountered
in clauses that address critical project management
aspects, including unilateral termination, unilateral
modification of terms, restrictions on indemnity
claims, and jurisdictional matters. Our study also
revealed that some clauses containing requirements
may be considered ‘potentially unfair’ by non-legal
stakeholders because of a risk of non-compliance
arising due to the inclusion of ambiguous language.
Such clauses can make certain parties vulnerable
by significantly impacting the cost and effort
associated with fulfilling the obligatory require-
ments. For instance, the sentence The vendor
should implement appropriate measures to ensure
a level of security commensurate to the risk vaguely
specifies the measures required to implement the
security controls. If the expectation regarding what
constitutes ‘appropriate’ security controls differs
between the vendor and the customer, the customer
may perceive the vendor’s enforcement of security
controls as unfair and a breach of contract.

Based on the findings of the empirical study, we
envisage building an automated assistant tailored
to streamline the process of contract review by
bringing in the perspectives of non-legal stakehold-
ers. The assistant would: (1) identify contractual
sentences likely to be perceived as unfair by
non-legal stakeholders; (2) distinguish between
clearly unfair and potentially unfair clauses; (3)
recommend questions to be asked to the parties
involved, thereby assisting in the resolution of the
unfairness within the sentences. As a step towards
building such a system, this paper presents our
work on automating the classification of sentences
as fair, potentially unfair, and clearly unfair. We
investigate the ability of Pre-Trained Language
Models (PLMs) to perform the classification by
comparing Chain of Thought (CoT) prompting
(Wei et al., 2023) and semi-supervised fine-tuning.

To date, prior work has primarily focused on
detecting potentially unfair clauses within online
Terms of Service (ToS) agreements, emphasizing
fairness from a consumer-centric standpoint (Lippi
et al., 2019). In comparison, our work delves into
the intricate organizational dynamics and business
context inherent with respect to commercial con-
tracts. In our knowledge, this is the first work
considering fairness in commercial contracts from
the perspective of non-legal stakeholders. Further-
more, our research introduces a novel dimension
by acknowledging ambiguity as a potential trigger

for a perception of unfairness within contractual
clauses—an aspect hitherto unexplored in the
literature. Finally, making the perspectives of non-
legal stakeholders available to legal teams while
negotiating contracts is a first attempt, and building
an automated assistant for this purpose contributes
to both legal and non-legal stakeholders.

The primary contributions of this work can
be summarized as follows: (1) We empirically
analyze fairness in commercial contracts from
the perspective of non-legal stakeholders; (2)
We introduce a novel classification task tailored
specifically for commercial contracts. This task
categorizes sentences into three distinct classes:
fair, potentially unfair, and clearly unfair; (3) We
perform a set of experiments to examine the ability
of PLMs on the novel classification task.

2 Related Work
2.1 Defining and Categorizing Fairness
Efforts to formulate a consistent definition of
fairness have extended across various domains,
including law, social science, and Machine Learn-
ing (ML). Fairness in a specific context may
frequently vary and become a subject of contention
among individuals or groups, depending upon the
social and contextual elements at play (Selbst
et al., 2019). Consequently, numerous formal
and informal definitions of fairness have emerged
within the body of literature (Verma and Rubin,
2018; Xiang and Raji, 2019; Pessach and Shmueli,
2022). Lippi et al. (2019) delineated fairness from
a consumer’s standpoint in online ToS agreements.

In the realm of contract negotiations, various
parties and stakeholders involved are likely to have
different and conflicting interests and perspectives
(Poppo and Zhou, 2014). In such conditions, ensur-
ing fairness becomes significant for all stakeholders
involved (Kadefors, 2005). Unlike other domains,
fairness in contract negotiations has broadly been
categorized into procedural and distributive fair-
ness from the perspective of stakeholders directly
involved in negotiations (Welsh, 2003). In our
research, we encapsulate the perception of fairness
among non-legal stakeholders, individuals who are
not directly engaged in contract negotiations but
nonetheless constitute a substantial segment of the
downstream implementation process.

2.2 Detecting Unfairness in Contracts
In recent years, efforts to automate the detection of
unfair contractual clauses have gained momentum.
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Micklitz et al. (2017) presented an empirical
argument that it is possible to partly automate the
process of abstract control of fairness of clauses
in online consumer contracts. A notable work for
detecting unfair clauses is CLAUDETTE (Lippi
et al., 2019), a user-end tool that uses machine
learning to identify and grade potentially unfair
clauses in online ToS contracts. Lagioia et al.
(2019) combined learning and reasoning tasks
to enable CLAUDETTE to deal with rationales
for improving its performance in detecting unfair
clauses and to provide legal reasons why a clause
is unfair. Ruggeri et al. (2021) proposed memory
enhancement of Transformer models by expressing
unstructured domain knowledge in natural lan-
guage and evaluated their approach to unfairness
detection in consumer contracts. (Ruggeri et al.,
2022) used a memory attention network-based tech-
nique to explain unfairness in consumer contracts.

Our work differs from the abovementioned liter-
ature in the following aspects: (1) While previous
literature focuses on the fairness of online service
agreements from a consumer perspective, this
work analyzes the fairness of commercial contracts
from a non-legal stakeholders’ lens. (2) Since we
focus on commercial contracts, we highlight the
multiple interpretations of fairness that emerge due
to complex organizational structures and business
processes. The existing literature does not focus
on this context. (3) We uncover ambiguity as
a potential factor for unfairness in commercial
contracts, which, to the best of our knowledge, has
not been done before.

3 Contract Fairness from a Non-Legal
Stakeholder’s Perspective

Our initial course of action was to empirically
delineate the concept of unfairness in commercial
contracts, particularly from a non-legal standpoint,
and analyze if it differed from the viewpoint
of legal stakeholders. Moreover, we sought to
ascertain the extent of participation of non-legal
stakeholders in contract negotiations.

3.1 Research Questions

The empirical study aimed at answering the follow-
ing Research Questions (RQs):
RQ1: What scenarios constitute unfairness in con-
tracts from a non-legal stakeholder’s perspective?
RQ2: What is the impact of unfair contractual
sentences on project implementation?
RQ3: How do the perceptions of unfairness among

non-legal stakeholders differ from those of their
legal counterparts?
RQ4: What is the extent of participation of non-
legal stakeholders in contract negotiations?

3.2 Empirical Study Method

We conducted a questionnaire-based study in-
volving 15 non-legal stakeholders to answer the
abovementioned RQs. Henceforth, we refer to
these stakeholders as study participants. We used
social media platforms and connections within
and outside a vendor organization to select the
study participants. Our selection criteria included
the following factors: (a) years of experience in
dealing with project implementation activities on
an industrial scale, (b) exposure to implementa-
tion and delivery in diverse geographies across
the globe, and (c) familiarity with contracts or
regulatory text. The participants who finally
volunteered for the study, denoted as P1 to P15,
hail from diverse organizational backgrounds with
a global customer base. Their professional roles
span across the spectrum of large-scale industrial
project implementation, including directors, project
managers, engineers, and requirement analysts.
Subsequently, we shared the findings of the study
with three legal professionals, denoted as P16
to P18, who currently serve as in-house legal
counsel within their respective organizations and
are actively involved in contract negotiations and
compliance-related activities. We provide the
details about each study participant in Appendix A.

To conduct the study, we circulated a question-
naire through e-mail, inviting study participants
to provide their insights based on their experience.
The questionnaire consisted of two sections. Sec-
tion 1 enquired about participants’ backgrounds
and their familiarity with contractual obligations.
Queries revolved around their professional roles,
years of industry experience, and prior involve-
ment in contract negotiations. Section 2 included
questions concerning the impact and scenarios
of unfairness in contract text. The participants
were expected to write descriptive answers for
each question. Additionally, we asked participants
to furnish real-world examples of unfair contract
clauses that illustrated their perspectives. The
questionnaire is provided in Appendix B.

Two authors of this work consolidated the re-
sponses of the study participants. If the answers to
any questions were unclear, the respective partici-
pants were approached again for clarification.
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3.3 Outcomes of the Study

Answering RQ1: Each participant highlighted
different scenarios of unfairness that may occur
in contractual clauses. These scenarios can be
grouped into four categories:

1) Imbalance in Rights or Obligations: Out
of the 15 participants, 11 highlighted scenarios
where there was a clear imbalance in the rights or
obligations of the involved parties. For instance,
8 participants mentioned unfair cases where one
party could be given unliteral rights to make
decisions about the modification, termination, and
jurisdiction of any agreement provisions. Five
participants also explained that clauses that limited
the liability of any party and imposed restrictions
on claiming indemnity during the course of the
project were unfair.

2) Ambiguous Language: 9 participants eluci-
dated scenarios where the implementation bound-
aries were unclear, and there was a risk of non-
compliance due to ambiguities in the contract.
They believed that such ambiguous clauses should
be perceived as unfair. For instance, P11 stated that
ambiguous clauses where the imbalance between
the obligations of two parties is implicitly present
are potentially unfair. P8 mentioned that any clause
including ambiguous language that can potentially
cause conflicts between two parties and lead to loss
of time and/or money should be considered unfair.

3) Project-specific Context: 6 participants eluci-
dated context-specific scenarios concerning time-
lines, cost, and other delivery-related attributes
that non-legal stakeholders may consider unfair.
For instance, P13 explained that a supply chain
management firm may incur significant losses
while delivering perishable items if the contract
does not establish appropriate timelines. P13
further stated that such timelines should be agreed
upon in a contract only after consulting non-legal
stakeholders with relevant expertise.

4) Human-Level Attributes: 4 participants also
highlighted the importance of ensuring individual
and group fairness for all stakeholders (Binns,
2019). For instance, P3 pointed out that no clause
should be discriminatory or biased against any
stakeholder based on social or demographic factors.

Based on these scenarios, we formulated the
following definition:

A contractual sentence is fair if: (a) it does
not cause a direct imbalance in parties’ rights or
obligations, (b) it does not include ambiguous

language that causes a risk of non-compliance,
(c) it includes project-specific details consistent
with acceptable industry standards, and (d) it does
not discriminate against any stakeholder based on
social or demographic factors.

Answering RQ2: All the study participants
from a non-legal background agreed that unfair
sentences directly impacted the project lifecycle,
including the phases of requirements elicitation,
design, and implementation. Six of them also
mentioned that a few sentences impacted overall
project management and raised compliance-related
issues, risking legal proceedings and financial
losses for the parties.

Answering RQ3: The three participants having
a legal background agreed with the identified sce-
narios and definition of fairness that emerged after
analyzing the responses of non-legal stakeholders.
However, they did not concur with the general
perception of non-legal stakeholders regarding
ambiguity being a factor that directly influences the
fairness of contractual clauses. They explained that
contracts deliberately infuse ambiguous language
to ensure coverage and flexibility. While they
agreed that certain ambiguities may introduce risk,
they advised against over-specifying details within
the contract document to remove ambiguities.
Instead, they recommended that any ambiguous
details in a contract that seemed potentially unfair
to non-legal stakeholders should be clarified before
implementation to avoid any confusion.

Answering RQ4: It was evident from partici-
pants’ responses that non-legal stakeholders do
not directly participate in contract negotiations.
The legal stakeholders consult the heads/directors
of different teams before agreeing with the terms
and conditions imposed in the contract. However,
these discussions are unstructured and on a high
level. P12 and P14 further highlighted that re-
viewing contractual clauses becomes arduous for
their teams due to a limited understanding of the
complex language used in contracts. As a result,
the general perception of people directly involved
in implementation, such as requirement analysts,
engineers, and project managers, is often left out.

4 Task Formulation
A key finding of our study was that the fairness
perception of non-legal stakeholders might get
overlooked during contract negotiations. Therefore,
we decided to build an automated assistant that
can leverage the reasoning capabilities of PLMs to
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Unfairness
Class

Definition Example Rationale for Unfairness

Potentially
Unfair

This category includes all con-
tractual sentences containing
ambiguous language, which can
potentially cause a risk of non-
compliance.

Data Processor shall keep
Personal Information suffi-
ciently isolated from other
data on the server in an ap-
propriate manner to prevent
it from being misused.

The example is potentially unfair because
what constitutes sufficient isolation and ap-
propriate manner is vague and could be
interpreted in multiple ways. This ambiguity
makes it difficult for the Data Processor
to comply with the obligation and makes
Personal Information susceptible to misuse.

Clearly
Unfair

This category includes all
clauses that deal with situations
that lead to a direct imbalance
in parties’ rights or obligations.

Purchaser may modify the
policies incorporated with
this Order anytime, and Sup-
plier will be obligated to im-
plement such modifications.

The clause provides the Purchaser unilat-
eral rights to modify the policies of the
agreement without any prior notice to the
Supplier.

Table 1: Description of Unfairness Classes

determine unfairness in contractual sentences from
the perspective of non-legal stakeholders.

In order to build a contract negotiation assistant,
we first analyzed if the unfairness scenarios high-
lighted by the empirical study participants could
be detected automatically. While language models
can be used to detect ambiguities (Lebanoff and
Liu, 2018) and imbalances in rights and obligations
(Lippi et al., 2019), the automated detection of
project-specific details necessitates knowledge of
contextual features such as organizational rules,
accepted industry standards, and domain expertise.
These aspects can differ across projects, and there-
fore, cannot be generalized to build a universal
negotiation assistant. Therefore, we considered
unfair project-specific details out of scope for
automation. Furthermore, language models are
presently incapable of reasoning about human-
level attributes affecting fairness (Selbst et al.,
2019). Consequently, we also did not include
such attributes in our classification. We plan to
analyze project-specific and human-level attributes
affecting the fairness of contracts in future work.

With this background, we formulated three
distinct classes for manually labeling our dataset
from a non-legal stakeholder’s perspective- fair,
potentially unfair, and clearly unfair. Each of these
classes can be explained as follows:

Fair: All contractual sentences that follow the
definition of fairness mentioned in Section 3.3 are
labeled as fair. Additionally, sentences contain-
ing ambiguous terms that do not directly impact
implementation are marked fair. For instance, the
clause While visiting the Buyer’s sites, Represen-
tatives of the Vendor shall conduct themselves in
a businesslike manner is vague because the term
’businesslike manner’ can be interpreted by the Ven-
dor in multiple ways. However, this clause is not

unfair because it does not hold business criticality
concerning the deliverables of the project.

Potentially Unfair: All sentences containing am-
biguous language that can potentially cause a risk
of non-compliance are labeled as potentially unfair.
For instance, any clause dealing with Change
Requests and Issue Management in the service
industry is particularly susceptible to ambiguities.
The accepted practice in the industry is that the
vendor responsible for providing services charges
extra to implement change requests. However,
no extra charges can be levied by the vendor if
the change request is raised due to an identified
bug in the services provided. If vague terms such
as ‘appropriate’ are used in clauses that contain
requirements, the boundaries of the services remain
ill-defined and may cause conflicts between the
parties. Such conflicts can be avoided if ambiguous
terms are clarified before implementation.

We note here that we do not expect the clarified
details to be explicitly included in the contract
drafts. As pointed out by legal stakeholders in
the empirical study, contracts are written and will
continue to be written in a language that is not
over-specific and granular (Li, 2017). In this
work, we focus on detecting potentially unfair
sentences to clarify them between legal and non-
legal stakeholders before the contracts are signed
to mitigate any negative consequences.

Clearly Unfair: All sentences that cause a direct
imbalance in parties’ rights and obligations are
labeled as clearly unfair. Lippi et al. (2019)
identified scenarios that can lead to an imbalance
in online ToS agreements. Based on the empirical
study responses, we discovered that some of
these scenarios also occur in commercial contracts.
These include: (1) Jurisdiction-related restrictions;
(2) Choice of law governing the contract; (3)
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#1 #2 #3 Total
Train before DA 401 165 34 600
Train after DA 401 165 179 745
Validation 164 58 18 240
Test 235 99 26 360

Table 2: Dataset Distribution1

Unilateral changes to the contract; (4) Unilateral
Termination of the contract; (5) Indemnity-related
concerns; (6) Arbitration.

Table 1 provides a description of the two unfair
classes, along with examples and rationales.

5 Dataset Creation
5.1 Dataset Source
We used English proprietary contracts provided
by a vendor organization to conduct our exper-
iments. The dataset included 45 expired com-
mercial contracts corresponding to nine business
domains (healthcare, automotive, finance, banking,
pharmaceuticals, telecom, utility, clothing-retail,
and supermarket). These were digitized contracts
present in HTML format. To extract text from
these documents, we used HTML tags to identify
the sections of each document and the contractual
clauses contained within them. After identifying
each contractual clause, we extracted individual
sentences using a sentence tokenizer. We extracted
5940 contractual sentences from this dataset.
5.2 Labeling Process
We delegated the labeling to four non-legal stake-
holders within a vendor organization (henceforth
called annotators). Owing to the convoluted
nature of contract text, the manual labeling of
each sentence entails a substantial human effort.
Therefore, we randomly selected 1200 sentences
and instructed the annotators to assign one of the
three identified classes to each sentence. The
remaining sentences were kept unlabeled.

First, the annotators analyzed each contractual
sentence and assigned a label denoting the appro-
priate class. As contracts contain vast paragraphs
of text, while analyzing a particular sentence for
fairness, the annotators checked whether the aspect
that makes the sentence seem unfair was resolved
in the preceding or succeeding text. If so, then the
sentence was marked as fair.

Every sentence underwent independent annota-
tion by two annotators. In instances of discrep-
ancies between the annotators, the sentence was

1#1 Fair; #2 Potentially Unfair; #3 Clearly Unfair; DA-
Data Augmentation

forwarded to a third annotator tasked with assign-
ing the final label. The annotators dedicated ten
working days to completing this task, expending an
average of two hours daily. Additional details about
the labeling process and inter-annotator agreement
scores can be found in Appendix C. The dataset
distribution after labeling is provided in Table
2. We performed a stratified 50:20:30 split to
divide the dataset into train, validation, and test
sets respectively. The stratified split was based on
the distribution of target classes to ensure that all
training, validation, and test sets have a propor-
tionate number of sentences for each class. We
also note here that the annotators did not observe
any differences while labeling contracts belonging
to different domains. Therefore, the proposed
unfairness categories are domain-agnostic.

6 Experiments

We performed the ternary classification using two
methods- (1) Data Augmentation and Self-Training
and (2) CoT Prompting.

6.1 Data Augmentation and Self-Training

We encountered a significant class imbalance in
the dataset, as evident in Table 2. We had very
few sentences that were labeled as clearly unfair.
Therefore, we performed data augmentation of
the training set to ensure a comparable number
of sentences in each class (Singhal et al., 2022).
We decided to harness the generative power of
ChatGPT to generate sentences corresponding to
the minority class. The few-shot prompt structure
used for this task was as follows: (1) We specified
the system behavior that sets the context for the
task. (2) We described the relevant context required
by ChatGPT to generate clearly unfair sentences.
(3) We provided two examples of clearly unfair
sentences based on the context provided. (4) We
detailed the task to be performed by ChatGPT. (5)
We specified the output format. The prompt used
for data augmentation is provided in Appendix D.
We got the generated sentences verified by two
annotators to ensure consistency with the class
definition. The training dataset distribution post-
augmentation is given in Table 2.

After augmenting the training data, we decided
to use self-training (Amini et al., 2022), a semi-
supervised learning paradigm, to leverage the large
corpus of unlabeled sentences present in the dataset.
The unlabeled corpus consisted of 4740 sentences.

The self-training framework we incorporated
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Figure 1: Self-Training Framework

consisted of 3 main steps: (1) We trained a
language model for our ternary classification task
using only the labeled training data, which we refer
to as the Teacher model; (2) Using the Teacher, we
obtained predictions on unlabeled data and filtered
them based on a confidence threshold criterion.
Next, we included the unlabeled sentences that
passed the criterion in the training set and treated
their predictions as pseudo-labels; (3) Using the
augmented dataset of labeled and pseudo-labeled
sentences, we trained a new model that we refer to
as the Student. We followed these steps iteratively
until we reached the stopping condition. In each
subsequent iteration, the Student replaced the
Teacher, and we assigned pseudo-labels to the
remaining unlabeled data to train a new Student.
The framework is depicted in Figure 1.

Our thresholding criterion inputs the confidence
of the model predictions and the thresholds corre-
sponding to each class. These thresholds act as
hyperparameters, and we determined them after
analyzing the model confidence after each iteration.
Model confidence of an individual sentence refers
to the probability corresponding to the predicted
class of the sentence. If the confidence exceeds
the given threshold, the criterion outputs 1, and
the sentence is included for augmentation. In case
the output is 0, the sentence is not included. The
stopping criterion was when the accuracy did not
improve on the test set after consecutive iterations
of self-training. This criterion is standard practice
in self-training (Amini et al., 2022).

6.2 Chain of Thought Prompting

Large Language Models (LLMs) have shown
promising in-context learning capabilities and per-
form at par with fine-tuned language models on sev-
eral downstream tasks (Liu et al., 2021). Therefore,
in addition to self-training, we incorporated Chain
of Thought (CoT) prompting (Wei et al., 2023)
for LLMs as a multi-class classification technique.

The prompting strategy is fundamentally anchored
on the principle of giving the model’ time to
think’. This principle involves breaking down the
overall task into a sequence of intermediate steps,
subsequently enhancing the reasoning capabilities
of LLMs beyond those offered by direct prompting.

We experimented with CoT in the few-shot
setting. We also incorporated direct prompting
as a baseline. The prompts used for performing the
experiments are provided in Appendix E.

6.3 Experimental Setup

In the case of self-training, we used BERT (Devlin
et al., 2018), a deep bi-directional Transformer-
based architecture, to build our classifier. We used
the open-source version of the pre-trained bert-
base-cased model available on the Hugging-Face
library. We used the PyTorch library (Paszke et al.,
2019) to perform all our experiments. The details
of all hyperparameters used for training the DL-
based models are provided in Appendix F.

We used Vicuna (13B) (Chiang et al., 2023) and
LLAMA-2 (13B) (Touvron et al., 2023) as base
LLMs for our prompting experiments. We selected
these LLMs because they are open-source and
have shown a robust performance on multiple NLP
benchmarks as compared to their close-sourced
counterparts such as ChatGPT. Moreover, LLAMA-
2 is available under a license which makes it free
for commercial usage. We used the open-source
Hugging face implementation for both of these
LLMs. We set the temperature parameter 0 to
obtain deterministic results. The maximum context
length was set to 1024 tokens. All experiments
were performed using an NVIDIA V100 GPU with
60 GB RAM and 32 GB GPU memory.

7 Results and Discussion
7.1 Classification Results

Table 3 shows the classwise F1 scores, macro F1
score, and the accuracy obtained on the ternary
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Model Technique Fair F1 Potentially Unfair F1 Clearly Unfair F1 Macro F1 Accuracy

BERT
Vanilla 0.83 0.71 0.25 0.60 72.3%
Data Augmentation 0.82 0.74 0.51 0.69 76.7%
Data Augmentation +
Self-Training

0.85 0.79 0.58 0.74 84%

Vicuna
Direct Prompt 0.83 0.61 0.45 0.63 63.2%
CoT Prompt 0.84 0.73 0.57 0.71 75.4%

LLAMA-2
Direct Prompt 0.80 0.58 0.42 0.60 59.5%
CoT Prompt 0.85 0.70 0.53 0.69 71%

Table 3: Results for Unfairness Detection

classification task using different techniques. The
best-performing configuration was BERT with self-
training and data augmentation, with an accuracy
of 84% on the test set. As evident from the table,
using self-training and data augmentation improved
the performance of BERT by a margin of 12% as
compared to its vanilla counterpart. While self-
training alone improved the performance across all
the classes, data augmentation especially boosted
the f1 score across the clearly unfair class from
0.25 to 0.51. We provide the classwise and macro-
level precision and recall scores obtained for all the
experiments in Appendix G.

Self-Trained BERT outperformed few-shot CoT
and direct prompting using both Vicuna and
LLAMA-2. CoT prompting outperformed direct
prompting for both Vicuna and LLAMA-2. CoT
prompting using Vicuna performed with an accu-
racy of 75.4%. We observed that the difference
in accuracies of CoT using Vicuna and Self-
Trained BERT ( approximately 9%) was mainly
due to the drop across potentially unfair class.
Vicuna erroneously classified many potentially
unfair sentences as fair. This trend can be explained
because Vicuna has not been specifically fine-
tuned on this task, and therefore, misses out on
ambiguities contributing to potential unfairness.
Vicuna marginally outperformed LLAMA-2 on all
prompting experiments. We believe these emerging
results on prompting LLMs are promising as they
remove the overhead of manual labeling and the
unavailability of data for training.

7.2 Analysis
Progression of Self-Training: Figure 2 shows the
change in model performance per iteration of self-
training. As self-training progresses, the overall
accuracy increased from 75.2% in iteration 1 (using
only labeled data for training) to 84% in iteration
5 on the test set. Based on how self-training
progresses, we can infer that an increase in the
amount of pseudo-labeled data with each iteration
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Figure 2: Self-Training Progression

leads to an increase in the training set’s size,
enabling the model to capture features across the
three classes more efficiently.

Analyzing Model Predictions: We analyzed
the model predictions obtained from the test data
to determine any specific patterns in sentences
misclassified by Self-Trained BERT. We found that
approximately 40% of the misclassified sentences
contained ambiguous terms but were followed by
conditions that negate their ambiguity by estab-
lishing boundaries. For instance, the following
sentence was misclassified- The system shall fre-
quently, but in any case, at least once in 2 weeks,
prompt the user to update the login password. In
this sentence, though ‘frequently’ is a vague term,
it is followed by the condition, ‘once in 2 weeks’,
which sets a minimum criterion for the expected
frequency of changing passwords. The presence of
this minimum condition eliminates any ambiguity,
and therefore, it should be classified as a fair
sentence. However, our model wrongly classifies
it as potentially unfair. This misclassification is
because cases where terms such as ‘frequently’
are followed by disambiguating phrases such as
conditions and criteria rarely occur in our dataset.

We also analyzed the reasoning generated by
Vicuna for classification predictions using the CoT
prompting experiments. We observed that the
LLM followed the instructions and definitions in
most cases. The model broke down the inference
into the following steps: (a) It analyzed if the
sentence is a right or obligation concerning any
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party. (b) It inferred if there was an imbalance
in the right or obligation between parties. (c) It
inferred if the sentence contained ambiguous terms.
A shortcoming in the reasoning process was that
the model could not correctly identify ambiguities
relevant to project implementation. For instance,
many sentences containing ambiguous terms such
as ‘frequently’ and ’adequate’ were marked fair. A
similar trend was observed for LLAMA-2.

Mitigating the occurrence of misclassified sen-
tences is critical to ensure the effectiveness of
our envisioned negotiation assistant in the real
world. Going forward, as future work, we plan
to boost classification accuracy by incorporating
human feedback into model training. A hybrid
pipeline based on reinforcement learning with
human feedback (RLHF) can further help LLMs
discern details they tend to miss otherwise. In
addition, augmenting CoT with other prompting
techniques such as self-reflection also seems like a
promising direction to improve results.

8 Conclusion
In this work, we analyzed and automatically de-
tected unfairness in commercial contracts from
the perspective of non-legal stakeholders. We
conducted an empirical study to determine what
constitutes unfairness according to non-legal stake-
holders and how it differs from the perception
of their legal counterparts. We discovered that
non-legal stakeholders consider certain ambiguous
sentences potentially unfair, even though they are
legally accurate. Since these viewpoints are not di-
rectly highlighted during negotiations, we proposed
building an automated negotiation assistant that
can flag potentially unfair sentences according to
non-legal stakeholders. As a step towards building
such an assistant, we formulated a novel ternary
classification task to detect unfairness in contracts.
Our experiments using different PLMs and tech-
niques revealed that self-trained BERT performed
the classification with an accuracy of 84% on a
proprietary contract dataset. It outperformed CoT
prompting using Vicuna by a margin of 9%.

In the future, we plan to build an end-to-
end assistant that can reason about unfairness in
contracts from the perspective of non-legal stake-
holders and recommend automatically generated
questions to be asked during contract negotiations.
Moreover, we plan to incorporate different hybrid
and prompting-driven techniques to minimize mis-
classification. We also plan to analyze how project-

specific attributes and human-level concerns can
be incorporated into the assistant to generate more
personalized questions for stakeholders.

Limitations

We note a few limitations of this work: 1) We
cannot share the proprietary contracts used to
conduct experiments with the outside world. The
ownership of this data lies with the vendor or-
ganization collaborating with us. However, to
enhance the reproducibility of our work, we have
released the questionnaire used to conduct the
empirical study and the annotation guidelines,
prompts, and hyperparameters used to conduct the
experiments. The ChatGPT-generated sentences
are also part of the supplementary material. 2)
Since we focus on commercial contracts, we cannot
ascertain the generalizability of the empirical study
findings to other legal documents. 3) Although
we ensure the representativeness of our dataset by
incorporating commercial contracts belonging to 9
different application domains, we cannot be certain
that these contracts cover all possible unfairness
scenarios. 4) This work focuses on contracts
written in English. We do not consider contracts
written in other languages. 5) We cannot use
closed-source LLMs such as ChatGPT to conduct
the experiments using proprietary data. We have
reported results on open-source LLMs such as
Vicuna and LLAMA-2 to mitigate this limitation.

Ethics Statement

We recognize and acknowledge the potential for
misuse of our proposed contract negotiation as-
sistant, including the possibility of adversarial
exploitation to deliberately introduce unfairness
into contractual clauses. Additionally, there exists
a risk of unintended consequences due to inaccurate
predictions when dealing with unseen data, which
can have a ripple effect on contract negotiations.
Consequently, we stress the importance of employ-
ing this assistant judiciously and primarily as a
supplementary tool in contract negotiations. It
should not be considered a substitute for the critical
expertise legal professionals provide. Identifying
unfairness within contractual sentences is intended
to serve as an aid that can enhance the efficiency
of experts’ reviews, thereby reducing the time
and effort expended in scrutinizing contract drafts.
Ensuring that the assistant is aligned with ethical
practices and is coupled with expert consultation
to prevent unintended ramifications is crucial.
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A Participant Details

We approached 40 legal and non-legal stakeholders
for conducting our empirical study, out of which
18 provided concrete responses. The participation
in the study was voluntary and no compensation
was provided. The details corresponding to these
18 stakeholders are provided in Table 4.

ID Years of Ex-
perience

Current Designation / Role

P1 3 Requirement Analyst
P2 2 Requirement Analyst
P3 2 Software Engineer
P4 4 Software Engineer
P5 3 Software Engineer
P6 6 Solution Architect
P7 7 Solution Engineer
P8 10 Project Manager
P9 12 Project Manager
P10 9 Project Manager
P11 15 Senior Project Manager
P12 20 Business Director
P13 24 Delivery Head
P14 17 Director of Technology
P15 16 Director of Research
P16 8 Legal Counsel
P17 6 Legal Counsel
P18 6 Legal Counsel

Table 4: Details of Study Participants

B Questionnaire

The questionnaire used to conduct the empirical
study consisted of two primary sections. The

meticulous questionnaire design aimed to obtain
a thorough understanding of fairness in contracts
from our study participants.

The questions in Section 1 were as follows:

1. What is your current role/designation within
your organization?

2. How many years of experience do you have
in your current line of work?

3. Have you previously served in other roles?
Please elaborate.

4. Do you have experience in processing or
implementing contractual obligations?

5. Have you directly contributed to contract
negotiations before?

6. If the answer to Q5 is yes, please specify your
contribution.

7. If the answer to Q5 is no, please explain the
process of contractual governance followed in
your organization.

The questions in Section 2 were as follows:

1. What are the issues you face when you are
tasked with implementing contractual obliga-
tions?

2. What constitutes unfairness in contractual
clauses, according to you? Please specify
all possible cases and provide examples to
illustrate each of them.

3. How do unfair sentences impact overall
project implementation/compliance?

4. Do you believe non-legal stakeholders’ inputs
should be considered during contract negotia-
tions?

C Dataset Annotation Details

The annotators incorporated for the labeling task
had more than five years of experience in im-
plementing contractual obligations. Since the
labeling task was part of their daily workload,
they were not compensated for it separately. We
ensured that the annotators did not have conflicting
interests while labeling, which could affect their
judgment regarding the unfairness of clauses. We
familiarized them with the task by sharing ten
sentences as a sample exercise. We reviewed
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the ten sentences shared with each annotator and
addressed any doubts and issues that came up
while labeling these sample sentences. Once the
annotators were familiarized with the task, they
labeled 600 sentences each.

The average inter-annotator agreement for as-
signing the binary labels, calculated using Cohen’s
kappa, was 0.64. All sentences where the two
annotators differed in assigning the final label were
forwarded to a third annotator.

Some key annotation guidelines provided to the
annotators were as follows:

• The sentences that neither constitute rights nor
obligations are fair.

• If the sentence applies equally to both parties,
it is fair.

• Sentences with redacted information should
be removed from the dataset.

• If the sentence applies to one party and is a
right / obligation:

– If any details related to an obligation
are to be decided later, after consultation
with the other party, the sentence is fair.

– Any right subject to an ambiguous con-
dition is potentially unfair.

– Any right stated without any boundaries
or conditions is potentially unfair.

– A material obligation of a contract con-
taining ambiguous language is poten-
tially unfair.

– Any right or obligation causing a clear
imbalance between two parties is clearly
unfair.

In case of labeling potentially unfair sentences,
the annotators were further asked to check if the
ambiguous language used in the sentence caused a
risk of non-compliance. The sentence was labeled
as fair if the ambiguous language did not affect any
material obligation or right concerning any party.

D Data Augmentation Prompt

We used ChatGPT to generate sentences corre-
sponding to the clearly unfair class in our dataset.
We experimented with six prompts corresponding
to the clear unfairness scenarios identified during
the labeling exercise. We used the OpenAI API to
interact with the model and used few-shot prompt-
ing to generate sentences that can be used for data

augmentation. We generated approximately 25
sentences with each such prompt.

One of the prompts that we used to generate
clearly unfair sentences was:

System Behavior: You are an assistant that generates
contractual sentences based on the given context.

Context: A clause that allows one party to terminate the
agreement unilaterally is clearly unfair.

Example 1: If Investor fails to cure the identified breach
within thirty (30) days, Company may terminate this
agreement without prior notice to Investor.
Example 2: Service Recipient may remove and replace any
Supplier member, with or without cause, from providing the
Services under this Agreement.

Task: Given the context and examples, generate 25 unique
contractual sentences that are clearly unfair due to unilateral
termination rights.

Output Format should be as follows: <List of Sentences>:
[Sentence 1, Sentence 2, ...]

The other prompts used for data augmentation
are provided as supplementary material to this
work. We have also released the artificially
generated sentences used for data augmentation
as part of the package.

E Classification Prompts

We performed the ternary classification using two
prompting strategies- Direct and Chain of Thought
Prompting. We experimented with both strategies
in the few-shot setting by providing two examples
of potentially unfair and clearly unfair classes. The
prompts used for both techniques are as follows:
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Direct Prompt

System Behavior: You are an assistant who analyzes
contractual sentences based on the given context.

Context: A contractual sentence that causes a clear imbalance
in the rights or obligations between parties is clearly unfair.
A sentence containing ambiguous language that causes
non-compliance risk is potentially unfair. Otherwise, the
sentence is fair.

Example 1: Service Recipient may remove and replace any
Supplier member, with or without cause, from providing the
Services under this Agreement.
Answer: Clearly Unfair

Example 2: Provider shall, upon request of Recipient,
promptly enable Recipient to secure for itself, patent, trade
secret, or any other proprietary rights.
Answer: Potentially Unfair

Task: Given the context and examples, classify the given
contractual sentence as fair, potentially unfair, or clearly
unfair.

Input Sentence: <input>

CoT Prompt

System Behavior: You are an assistant who analyzes
contractual sentences based on the given context.

Context: A contractual sentence that causes a clear imbalance
in the rights or obligations between parties is clearly unfair.
A sentence containing ambiguous language that causes
non-compliance risk is potentially unfair. Otherwise, the
sentence is fair.

Example 1: Service Recipient may remove and replace any
Supplier member, with or without cause, from providing the
Services under this Agreement.
Answer: The given sentence gives termination and
replacement rights to the Service Recipient. This right creates
an imbalance between the Supplier and the Service Recipient
because the Service Recipient can unilaterally make decisions
for Supplier personnel. Therefore, the sentence is Clearly
Unfair.

Example 2: Provider shall, upon request of Recipient,
promptly enable Recipient to secure for itself, patent, trade
secret, or any other proprietary rights.
Answer: The given sentence imposes an obligation on the
Provider. However, the implementation boundaries are
unclear because of the presence of vague terms such as
promptly, thereby introducing a risk of non-compliance.
Therefore, the sentence is potentially unfair.

Task: Given the context and examples, reason step by step
and classify the given contractual sentence as fair, potentially
unfair, or clearly unfair.

Input Sentence: <input>

F Hyperparameter Details

Initial results showed that BERT was prone to
overfitting our train data. To overcome this issue,
we used three strategies- (1) Early stopping based
on the model accuracy on the test set; (2) L2

regularization with Adam optimizer; (3) Adding
dropout to the final layer of BERT to introduce
randomness in training. We used the grid-search
method to obtain optimal hyperparameters for our
model training. The hyperparameters used for self-
training BERT are provided in Table 5.

Hyperparameters Values
Batch Size 16
Learning Rate [1e-6, 5e-6]
No. of epochs 12
No. of warmup steps 200
Weight decay 0.08
Dropout [0.2, 0.45]
Max sequence length 256
Confidence Threshold Range [0.6, 0.85]

Table 5: Hyperparameter Details

G Extended Results

Table 6 shows the classwise precision, recall,
and F1 scores obtained for different experiments
conducted in this work.
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Model Technique Fair Potentially Unfair Clearly Unfair Macro
P R F1 P R F1 P R F1 P R F1

BERT
Vanilla 0.82 0.83 0.83 0.74 0.68 0.71 0.24 0.26 0.25 0.60 0.59 0.60
Data Augmentation 0.82 0.82 0.82 0.78 0.70 0.74 0.52 0.49 0.51 0.71 0.67 0.69
Data Augmentation
+ Self-Training

0.88 0.84 0.85 0.80 0.79 0.79 0.60 0.56 0.58 0.76 0.73 0.74

Vicuna
Direct Prompt 0.81 0.84 0.83 0.62 0.60 0.61 0.47 0.43 0.45 0.63 0.62 0.63
CoT Prompt 0.83 0.86 0.84 0.77 0.70 0.73 0.57 0.57 0.57 0.72 0.71 0.71

LLAMA-2
Direct Prompt 0.79 0.82 0.80 0.59 0.54 0.58 0.40 0.44 0.42 0.59 0.60 0.60
CoT Prompt 0.86 0.85 0.85 0.73 0.68 0.70 0.56 0.50 0.53 0.72 0.68 0.69

Table 6: Precision and Recall Scores for Unfairness Detection
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