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Abstract

This paper studies the training of an image
editing interface using language instructions,
without requiring expensive human annota-
tions. Such a process involves making nec-
essary changes while preserving the original
content as required. For example, when learn-
ing an instruction like “change the suitcase to
a wine glass,” the editing model should be pro-
vided with a pair of images with a suitcase and
a wine glass, respectively, where the two im-
ages share the common background. To obtain
such training data, the existing approach capi-
talizes on a large pretrained language model in
tandem with a text-to-image model. Together,
they generate a pair of images from the edited
caption, derived from the original caption and
the instruction. Although this process imposes
cross-attention based regulation, towards effec-
tively constraining the Euclidean distance be-
tween the images, we posit that this control is
still somewhat weak, insufficient for adequately
steering the editing interface model in distin-
guishing where to modify and where to pre-
serve. Our distinctive approach lies in enforc-
ing greater consistency through the utilization
of automated object detection and inpainting
within a unified pipeline, thereby ensuring the
preservation of context. The robust empirical
results obtained with our proposed method can
be attributed to enforcing “cycle consistency.
This signifies that the reverse editing instruction
should possess the capability to reconstruct the
original image. Our code is publicly available
at github.com/aylee2008/ConsEdit.

s

1 Introduction

Image editing, the task of altering an image based
on various contextual cues such as another image
or human-annotated masks, has been a central fo-
cus in both computer vision and graphics research.
The advent of powerful image generation models
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Figure 1: Unlike (A) the baseline method, (B) our
method ensures causal relationship between the edit
instruction F and the resulting image I’, through gener-
ating the target image by editing the source image I in
the way the reverse edit £~ is well-defined.

like GANs and diffusion models, coupled with ad-
vancements in jointly learning text and image em-
beddings as exemplified by CLIP (Radford et al.,
2021), has spurred efforts towards incorporating
text in image editing. However, many of these
endeavors still rely on parallel captions or labels,
additional images, human-drawn masks, or per-
example fine-tuning (Bar-Tal et al., 2022; Gal et al.,
2023; Hertz et al., 2023; Kawar et al., 2023; Rom-
bach et al., 2022; Couairon et al., 2022b). These
dependencies limit their capacity to provide a ‘nat-
ural’ language interface for image editing.

In contrast, we focus on editing by a language
instruction, as an intuitive means of guiding edit-
ing, which affords users two crucial advantages:
firstly, supported editing operations can be straight-
forwardly diversified to arbitrary tasks, as opposed
to earlier models focused on singular tasks like
style transfer; and secondly, the ability to freely
adjust the expressiveness and level of detail in the
instruction. The closest work to our focus is Brooks
et al. (2023) training a conditional diffusion model
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that takes an image and the edit instruction in text to
generate the edited image. Dubbed InstructPix2Pix,
this approach requires training triplets (original
image I, edit instruction F, edited image I’), for
which they leveraged a large pretrained language
model and text-to-image generation model.

Figure 1A describes their data creation process
where [ is an image of a suitcase on a bed obtained
from the corresponding description D, E is the edit
instruction “change the suitcase to a wine glass,”
and the resulting image I’ ought to be an image
of the same bed with a wine glass instead of the
suitcase. With the description of the image after
editing D', a text-to-image model, namely stable
diffusion, is utilized to produce the pair of images
(1, I') from both of the description. As there is no
assurance that the resulting images closely align in
terms of content, cross-attention based regulation
as outlined by Hertz et al. (2023) was adopted to
force them to look alike. This regulation essen-
tially constrains the Euclidean distance between
the images by compelling certain components of
the latent image representation associated with spe-
cific tokens to be shared by both images. How-
ever, as can be seen in the example, the resulting
image fails to keep nearby objects such as those
on the nightstand or the headboard itself, because
such regulation cannot guarantee that the resulting
images are close enough in terms of content that
should not be affected by the object-level edit E.

To this end, we present a consistency-aware
method that leverages LLM, object detection, and
inpainting in one shot, which effectively avoids
text-to-image generation which is the key source
of inconsistency. Our method first generates a list
of possible image captions, and edit operations F
that can take place in those images as well as the
reverse instructions £~! using a finetuned LLM.
Then, those generated image captions are provided
to stable diffusion model to obtain source images
1, which subsequently get masked for the object of
interest by running YOLOv7 (Wang et al., 2023)
object detection model. Finally, the stable diffu-
sion model is used again for inpainting the masked
out area, creating an edited version I’ of the image
with most of the background that should not be
affected by the edit instruction intact. As described
in Figure 1B, our proposed method can effectively
achieve the very consistency required to provide
accurate supervisory signals to image editing in-
terface, with its consistency- and causality-aware
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design.

Our method combines the strengths of working
with language-based instructions while accurately
localizing modifications within the input image.
Empirical results demonstrate that our proposed ap-
proach effectively executes object-level edits with
a significantly higher success rate, all while pre-
serving the background intact. Additionally, our
model maintains comparable performance across
image-level edits as well.

Our contributions can be summarized as follows:

* We highlight the inadequacy of Euclidean
distance-based consistency regularization in
obtaining high-quality data for training image
editing interfaces.

* We introduce the concept of cycle consistency
as a solution to this problem.

* We target object-level edits where it is non-
trivial to define the inverse edit instruction for
enforcing cycle consistency.

* We propose an effective pipeline that success-
fully achieves cycle consistency by avoiding
translating the edited caption back to image.

2 Method

2.1 Baseline: InstructPix2Pix

InstructPix2Pix (Brooks et al., 2023) consists of
two phases as described in Figure 2(A). First, LLM
is fine-tuned, specifically GPT-3, using human-
annotated (source description D, edit instruction
E, edited description D’) triplets. An ‘edited cap-
tion’ refers to the text description that appropriately
corresponds to the edited image achieved by follow-
ing the edit instruction. This fine-tuned language
model is then utilized to generate potential edit in-
structions and the resulting edited captions from
real image captions found in the LAION-Aesthetics
dataset (Schuhmann et al., 2022).

Second, a text-to-image generation model,
specifically stable diffusion, is employed to gen-
erate image pairs (I,1’). These pairs of images
form the set of triplets (I, F, I"), which are ulti-
mately used to train the image editing model in a
supervised manner. The main challenge with this
process lies in ensuring consistency between the
two generated images. The text-to-image genera-
tion model lacks an inherent mechanism for this,
which can adversely affect the training of the image
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Figure 2: An overview of the training data generation process of (A) InstructPix2Pix (Brooks et al., 2023) and that
of (B) our proposed method. Although regulated with mutual distance, generating a pair of images (I, I’) from
(D, D') as in A (denoted as orange path) induces undesirable changes while our method is free of such problem.
Shaded area with green represents the data used to train the editing interface.

editing model. It is crucial to learn object-level ed-
its, distinguishing between what should be changed
and what should be preserved.

To mitigate this inconsistency, Brooks et al.
(2023) employed a technique introduced by Hertz
et al. (2023), which involves regulating the cross-
attention weights between the tokens in the edit
instruction text and the images. This ensures a
more consistent image generation process.

However, as illustrated in both Figure 1 and 2,
this approach falls short of effectively aligning the
pair of images to a level suitable for use as ground-
truth edit demonstrations in the editing interface.
We delve further into this specific limitation of
InstructPix2Pix from the perspective of cycle con-
sistency in Subsection 2.2.

2.2 Proposed: Consistency-aware image pair
generation

To ensure sufficient consistency between the im-
ages in each pair, allowing the editing model to
properly learn causal modifications, our proposed
method has two distinctions: First, we create edit
instruction in both directions, to enforce cycle con-
sistency (Subsection 2.2.1). Second, to explicitly
preserve the background when generating an edited
version of a source image, we propose an integra-
tion of object detection and inpainting techniques
(Subsection 2.2.2).

2.2.1 Edit, reverse edit instructions generation

We categorize typical types of object-level edit op-
erations as follows:
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* Erasing an object;
* Creating a new object; and
* Changing an object to another.

We note that the last one, transformation, differs
from a simple combination of removal and inser-
tion edits. In this case, the newly introduced object
must precisely replace the space occupied by the
original object.

These edits come with natural reverse operations,
that is, erasing an object is the reverse of creating
one, while changing an object X to Y is the reverse
of changing Y to X. Based on such categorization,
a finetuned LLM is used to produce the edit instruc-
tion E and reverse instruction £~! suitable for a
given description D and a target class of object
(which can be ‘None’ for erases). Note that class
of the source object — the object to be removed or
transformed — can be easily derived from D. For
the object classes, COCO (Lin et al., 2014) classes
were chosen for that their taxonomy is equipped
with moderate granularity and that well-performing
object detection systems trained on those data are
publicly available.

Using the reverse instruction is inspired by Zhu
et al. (2017), introducing the notion of cycle con-
sistency for a different problem context of trans-
lating images between domains without paired ex-
amples. The idea of cycle consistency, enforcing
that the editing of image should be able to be ‘back-
translated’ into the original image with its reverse
edit instruction, enhances the consistency in our
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(b) ‘Edited’ image

(a) Source image

Figure 3: An example of image pair which failed
validation and thus discarded. (origin_class,
target_class) was (‘bear’, ‘toothbrush’).

proposed generation. Prompt-to-prompt (Hertz
et al., 2023), regulating the distance between the
edited and the source image, fails to meet the cy-
cle consistency requirement for that applying the
reverse instruction would corrupt the surroundings
again in ‘random direction.” Finally, we note that
considering the reverse edit ! as well not only
exposes the editing model to the concept of cycle
consistency, but also essentially serves the role of
doubling the number of training examples.

We used GPT-3 curie as the LLM for this pro-
cess. 400 manually curated examples of descrip-
tion and instructions were used to finetune this
LLM. After generating and filtering out results
with wrong formatting with this LLM, we obtained
nearly 199k examples.

2.2.2 Edited image generation with object
detection and inpainting

Now, by providing the description D as input to
stable diffusion (Rombach et al., 2022) model, the
source image [ is obtained. Then, we filter this
image with YOLOvV7 (Wang et al., 2023) to en-
sure that each image contains a single object of
the source class, while objects of other classes are
free to appear. In this process, the position of the
source class object is located as a byproduct of ob-
ject detection, which is masked out to prepare input
for the subsequent inpainting phase. The source
image, mask which masks out the targeted object,
and appropriate text prompt describing how the
masked area should be infilled to stable diffusion
inpainting model. We simply chose to use “Erase
it” for erase operations and “Replace it to [target
class]” for transforming operations.

Finally, the resulting inpainted image I’ is fil-
tered once again using YOLOV7 in the same way
as before to assure the operation is performed cor-
rectly. An example of image pair which failed this
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test can be found in Figure 3. After all this process,
about 42k training examples were obtained. We
randomly split the data into train and test split with
9:1 ratio.

3 Results

We validate whether the proposed consistency-
aware training improves the editing interface both
quantitatively and qualitatively.

3.1 Quantitative results

3.1.1 Object-level editing

We begin the comparison of our and baseline mod-
els’” editing capability regarding object-level edits
with presenting the trade-off curve between LPIPS
and CSFID metrics. This curve was used by Coua-
iron et al. (2022b) to assess the performance of
inpainting models.
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Figure 4: Trade-off curves regarding the LPIPS percep-
tual distance and class-conditional FID score computed
over object-level edits. The steepness of the curve ob-
served when LPIPS distance approaches lower in ours
(orange) is due to our model’s much higher edit success
rate.

LPIPS (Zhang et al., 2018), which stands for
‘Learned Perceptual Image Patch Similarity,” cal-
culates the perceptual distance between input and
output images based on the feature maps obtained
from those images. CSFID (Couairon et al., 2022a),
class-conditional Frechet Inception Distance, is the
mean FID (Heusel et al., 2017) score of each class.
CSFID score becomes lower when the class distri-
bution of input images is similar to that of output
images. Thus, LPIPS and CSFID scores are in a
trade-off, since it is more difficult for the editing
model to change the input image to fully accom-
modate the target class object when it is required



acc-LPIPS
—e— ip2p
0.5 ours
0.4
9]
803
0.2
0.1 ///\\1
10 20 30 40 50
LPIPS
relaxed acc-LPIPS
091 —— ip2p
0.8 ours
0.7
S 0.6
©
Q05
S 0.4
0.3
0.2
0.1
10 20 30 40 50
LPIPS

Figure 5: Trade-off curves regarding the LPIPS per-
ceptual distance and (top) accuracy or (bottom) relaxed
accuracy, computed over object-level edits.

to minimize the distance between input image and
output image at the same time. This results in
a downtrend curve in CSFID-LPIPS plot, as pre-
sented in Figure 4, where the more the curve moves
towards the origin it is considered more superior.

For computing CSFID score, which is typically
reported using ImageNet data, such setting renders
it difficult to be adopted to evaluating our model
as those images are not accompanied by any edit
instructions. Instead, we used the test split of our
generated data to calculate CSFID.

Additionally, as part of a comprehensive evalua-
tion protocol tailored specifically for object-level
edits, we present a curve depicting the ‘edit suc-
cess rate’ versus LPIPS distance, as illustrated in
Figure 5. Similar to the automated filtering of gen-
erated training data described in Subsection 2.2.2,
the decision of edit success hinges on a comparison
of the detected objects. This success rate is labeled
as ‘accuracy’ in Figure 5.

Furthermore, we introduce ‘relaxed accuracy,’
which employs a more lenient criterion for validat-
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Figure 6: Trade-off curves regarding the LPIPS per-
ceptual distance and class-conditional FID score com-
puted for object-level edits after filtering out edit fail-
ures. Upon comparing these results with Figure 4, it
becomes evident that the narrowed range of LPIPS val-
ues in the outputs of the InstructPix2Pix model indicates
two significant points: (1) successful editing leads to an
increase in LPIPS distance, and (2) a substantial portion
of InstructPix2Pix edit attempts prove to be unsuccess-
ful. This finding aligns with the observation depicted in
Figure 5.

ing successful edits. When performing erasures,
we verify solely if the targeted object of the original
class has been removed, without considering the
fate of other objects, if any were present. Similarly,
for creation, we only assess whether a new object
of the desired class has been added. In the case
of transformations, we check if the object of the
original class has been replaced with an object of
the target class. The trade-off curve obtained with
this relaxed accuracy can also be found in Figure 5.

InstructPix2Pix exhibits much higher edit failure
rates than ours does, which explains the vacant area
on the left of the orange curve in Figure 4. This is
again validated in Figure 6, where the same CSFID-
LPIPS trade-off curve as in Figure 4 is plotted again
after filtering out failed edits. The resulting curve
from InstructPix2Pix resembles the shape of our
curve with reduced LPIPS distance span and infe-
rior CSFID scores.

For plotting the points on the curves, we fol-
lowed Brooks et al. (2023) for choosing the val-
ues of guidance scales, fixing s = 7.5 and vary-
ing s; € [1.0,2.2] over a range of numbers uni-
formly spaced. As our model has a tendency to
be less sensitive to the changes in the value of
sy in terms of the perceptual distance of the out-
put image from the original image, we experi-



—e— ip2p
ours

0.925 1

0.900 1

CLIP Image Similarity
o o o o
© o] © o]
o N w ~
o w o w

0.7754

0.750 1

0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22
CLIP Direction Similarity

Figure 7: Trade-off curves regarding text-image direc-
tional similarity and image-image similarity computed
over arbitrary edit instructions from InstructPix2Pix val-
idation dataset.

mented with s; € [0.2, 3.8] with twice the strides
(0.2 — 0.4) between points to obtain a curve with
enough length.

3.1.2 Image-level editing

While not targeted, our proposed method performs
well in the widely studied image-level editing
scenarios as well. To make this point, follow-
ing Brooks et al. (2023), here we report trade-off
curvee considering text-image directional similar-
ity and image-image similarity using CLIP (Rad-
ford et al., 2021) embeddings.

Text-image directional similarity, introduced by
Gal et al. (2022), calculates the alignment between
the change in input-output description embeddings
and the change in input-output image embeddings.
The image similarity is the similarity between CLIP
embeddings of input and output images. Indeed,
these two scores are also in a trade-off relationship,
since the embedding of the output image must di-
verge from that of the input image if it needs to
faithfully reflect the change in corresponding text
description.

We use the validation split of dataset generated
by InstructPix2Pix for this purpose by choosing
1000 samples randomly, as our data do not have the
description for edited image. The result is depicted
in Figure 7. Opverall, ours achieves comparable
performance compared to the baseline model.

3.2 Qualitative comparison

Some of the generated examples from our test split
are presented in Figure 8. InstructPix2Pix fre-
quently fails to (1) target the correct part to change
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and/or (2) preserve the background color and other
details.

In order to substantiate our method’s qualitative
effectiveness, we conducted an additional demon-
stration involving the image-text retrieval task.
This task aims to accurately identify the ground-
truth caption corresponding to a given query image.

As widely known, the frequent co-occurrence
of objects and backgrounds (e.g., fish and water)
often leads to spurious correlation for image-text re-
trieval models, resulting in the bias of backgrounds
in the retrieval (Wang et al., 2020). For example,
when an image of a “fish in the water” is provided
as the query, its relevance can be biased to the oc-
currence of water in the background, which may
lead to incorrectly retrieving the image of “ship in
the water.”

In order to show the effect of such a bias, we
constructed a challenging evaluation set, consisting
of image-caption pairs with large caption overlaps
(e.g., more than 3 words), as in the “ship/fish in
the water” example. CLIP finetuned with image-
caption pairs generated from InstructPix2Pix ex-
hibits a significant drop in retrieval performace
on this challenging set. As presented in Table 1,
MRR@1 on the challenge set is only 47.84, while it
was as high as 84.33 on a generic retrieval scenario.

In contrast, our proposed paired generation,
which enforces consistency on the generated image
pairs, such as changing the object from fish to wine
without changing backgrounds, contributes to de-
biasing such an effect, as reported in Table 1. Our
proposed method consistently and significantly out-
performs finetuning on InstructPix2Pix pairs, and
the performance drop from a generic retrieval sce-
nario is reduced noticeably as well.

4 Related work

Diffusion-based image editing models Recent
advancements in techniques that facilitate joint rep-
resentations of text and image have transformed
the landscape of diffusion models. These develop-
ments enable diffusion models to operate within
a latent embedding space, rather than the image
space (Rombach et al., 2022). This shift not only
alleviates the complexities associated with high-
resolution images but also enhances their ability
to capture semantic nuances. Furthermore, it em-
powers the manipulation of images in this latent
space, offering the potential to leverage the model’s
inpainting capabilities for image editing. Neverthe-



MRR@E

Method k=1 k=3 k=5 k=10 k=20
InstructPix2Pix (all) 84.33 91.82 91.86 91.86 91.86
InstructPix2Pix (challenge) | 47.84 73.00 73.13 73.16 73.16
Ours 68.26 83.58 83.65 83.66 83.66

Table 1: MRR@FE for image-text retrieval task.

The retrieval model trained with our data consistently and

significantly outperforms baseline over all values of k, particularly with larger margins for smaller £’s.

less, limited attention has been given to the uti-
lization of edit instructions beyond conventional
methods such as user-drawn masks (or strokes)
(Meng et al., 2022), additional images, or full de-
scriptions (Bar-Tal et al., 2022; Kawar et al., 2023;
Hertz et al., 2023) as inputs.

Image editing with instructions In response to
this gap, InstructPix2Pix (Brooks et al., 2023) has
taken a distinct approach by fine-tuning a stable
diffusion model in a supervised manner, to enable
them to follow edit instructions. This process in-
volves creating a triplet comprising an original im-
age, an edited image, and an edit instruction based
on Prompt2Prompt (Hertz et al., 2023) framework.

However, as elaborated previously, this approach
has encountered challenges related to ensuring suf-
ficient consistency between the two generated im-
ages, which are intended to serve as ground truth
examples for the editing model. In a more recent
study conducted by Zhang et al. (2023), the gener-
ated images were first evaluated by a trained reward
model. The quantized scores were subsequently in-
corporated as additional context during the training
of the editing model.

Our distinction It is important to note that our
approach distinguishes itself by avoiding the expo-
sure of the editing model to poor-quality training
examples lacking consistency. This is achieved by
obtaining the target image from the source image in
a systematical, consistency-aware editing pipeline
that ensures strong consistency between the two
images by design, as opposed to generating both
images simultaneously in a weakly regulated and
less controllable manner.

5 Conclusion

We proposed a new pipeline for training image
editing interface that receives natural language in-
structions solely as input. Based on the observation
that the Euclidean distance based consistency regu-
lation using the text-image cross-attention weights
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of latent diffusion model resulted to poor quality
training data which hinders the performance of edit-
ing interface, we established that the edited image
should preserve contexts that need to be remain in-
variant, or, it should be able to be ‘reversed edited’
to produce the source image. The proposed method
naturally encodes this idea by creating pairs of
edit instructions and their respective reverse op-
erations based on target object classes of interest,
exposing the editing model to the concept of cycle
consistency. Extensive quantitative and qualitative
analyses demonstrate the benefits of our method.
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