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Abstract

Large language models (LLMs) have been
used for diverse tasks in natural language pro-
cessing (NLP), yet remain under-explored for
task-oriented dialogue systems (TODS), espe-
cially for end-to-end TODS. We present In-
structTODS, a novel off-the-shelf framework
for zero-shot end-to-end task-oriented dialogue
systems that can adapt to diverse domains with-
out fine-tuning. By leveraging LLMs, Instruct-
TODS generates a proxy belief state that seam-
lessly translates user intentions into dynamic
queries for efficient interaction with any KB.
Our extensive experiments demonstrate that In-
structTODS achieves comparable performance
to fully fine-tuned TODS in guiding dialogues
to successful completion without prior knowl-
edge or task-specific data. Furthermore, a rig-
orous human evaluation of end-to-end TODS
shows that InstructTODS produces dialogue
responses that notably outperform both the
gold responses and the state-of-the-art TODS in
terms of helpfulness, informativeness, and hu-
manness. Moreover, the effectiveness of LLMs
in TODS is further supported by our compre-
hensive evaluations on TODS subtasks: dia-
logue state tracking, intent classification, and
response generation. Code and implementa-
tions could be found here'.

1 Introduction

LLMs have consistently pushed new frontiers in
natural language processing (NLP) in terms of per-
formance across a variety of benchmarks, such
as MMLU (Hendrycks et al., 2020), BIG-Bench
(Lewkowycz et al., 2022) and HELM (Bommasani
et al., 2022), achieving state-of-the-art results in
both natural language understanding (NLU) and
generation (NLG) tasks (Bang et al., 2023). Vari-
ous applications of LLMs have also been adopted
in the industry, most prominently ChatGPT? and

"https://github.com/WillyHC22/InstructTODS/
2http: //chatgpt.openai.com/
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User input

l.l Hi! Any restaurant in the west?
The user is looking for information ;:I’i)g
about restaurants in the west \ ]
State KB

e

Four restaurants fit that criteria:
(~), (), (~), and (~)

Info

InstructTODS

Sure! | can recommend these 4 restaurants:
(~), (~), (~), and (~). Any preferences?

=

Figure 1: InstructTODS is the first zero-shot end-to-
end task-oriented dialogue system that requires no task-
specific annotations, and ontology while generating
more human-preferred responses.

GPT-43, which can provide a natural answer to a
diverse range of questions fluently and coherently.

Among the manifold tasks in NLP, task-oriented
dialogue systems (TODS) represent a crucial do-
main. In general, TODS can be categorized into:
the pipelined approach (Ham et al., 2020; Hosseini-
Asl et al., 2020a; Ohashi and Higashinaka, 2022),
relying on multiple sequential modules and heavy
annotations for dialogue states and system actions,
and the end-to-end approach (Banerjee and Khapra,
2019; Qin et al., 2020; He et al., 2022), where
the systems generate responses directly from the
user input and the KB. Both approaches lack adapt-
ability to unseen domains. This adaptability often
requires domain-specific structures (ontology), and
data for TODS is notoriously expensive to collect
and annotate (Eric et al., 2020). In this regard,
LLMs present great potential thanks to their exten-
sive pre-trained knowledge, enabling them to adapt
to contextual information without any parameter
updates or additional task-specific data.

However, utilizing LLMs for tasks requiring
knowledge grounding, such as TODS, poses a criti-

3https: //openai.com/gpt-4
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Banking77 CLINC150
Setting Model . .
Multi Multi
. . s
Single top-1 top-2 top-3 Single top-1  top-2  top-3 00s
RoBERTa,;¢c 78.99 - - - 89.89 - - - -
Few-Shot | ICDA x, 83.90 - - - 92.62 - - - -
Baseline DNNC 80.40 - - - 91.02 - - - -
CPFT 80.86 - - - 92.34 - - - -
Zero-Shot | BART4,g.-MNLI 3591 | 3591 49.09 56.14 | 26.44 | 26.44 3646 43.13 0.2
Baseline BART 4ge-MNLL oy | 42.24 | 4224 5519 622 | 40.16 | 40.16 5188 57.66 | 0.9
Zero-Shot | Modular (GPT-3.5) 65.45 | 6451 77.69 83.18 | 6491 | 6322 7220 8242 | 109
LLM Modular (GPT-4) 74.09 | 64.06 80.75 86.33 | 73.91 | 69.90 81.88 90.33 | 62.1

Table 1: Performance comparison on intent classification. LLMs outperform most baselines in our benchmark.
Best performances in each section are in bold. *Out-of-scope intent of CLINC150.

cal challenge that calls for thorough investigation
and exploration. TODS requires dialogue systems
to adeptly complete a specific goal by interacting
with a user in natural language according to a cer-
tain set of bounded functions, ontology, and knowl-
edge within the corresponding domain. Neverthe-
less, naively feeding all of the knowledge to the
LLMs in TODS could lead to the generation of
misleading and unfaithful information, i.e., halluci-
nation (Ji et al., 2023; Azamfirei et al., 2023).

In this work, we first investigate the capability
of LLMs to perform three key TODS objectives in
zero-shot settings, specifically dialogue state track-
ing (DST), intent classification (IC), and response
generation (RG). While LLMs demonstrate impres-
sive capabilities and understanding of these tasks
individually, a closer examination of their short-
comings reveals that the modular approach is not
the most suitable for effectively using LLMs in
TODS due to its restrictiveness. Rather than con-
fining interactions within predefined elements like
slots, values, or system actions, it is more advan-
tageous to harness the emergent abilities of LLMs
to process unstructured information, which also
enables the system to easily adapt to new domains.

From these observations, we propose Instruct-
TODS, a fully off-the-shelf framework to perform
end-to-end unified TODS in a zero-shot setting us-
ing LLMs. InstructTODS is adaptable to any KB
and does not require any ontologies or task-specific
data. Instead of using predefined slot values, In-
structTODS generates an unstructured proxy belief
state from the dialogue context. Then, an action
thought is generated to query the KB dynamically
in natural language using an LLM. The retrieved
information is then given to generate the response.

In summary, our contributions are as follows:

* We provide an extensive evaluation and com-

prehensive analysis of LLMs’ zero-shot per-
formance in several TODS subtasks, notably
intent classification, dialogue state tracking,
and response generation.

* We introduce InstructTODS, a fully off-the-
shelf framework to leverage instruction-tuned
LLMs in zero-shot setting for end-to-end uni-
fied task-oriented dialogue, with the benefit of
being effectively adaptable to any knowledge
base (KB) while alleviating the need for any
additional form of task-relevant data, such as
intent, belief state, system action, etc.

* We provide valuable insights from the TODS
experiments on the more general advantages
and failure cases of LLMs to perform complex
zero-shot NLP tasks.

2 Evaluating LLMs on Zero-Shot
Task-Oriented Dialogue Subtasks

As an intermediary step in exploring the potential
of end-to-end TODS solutions, we first investigate
how well the performance of state-of-the-art LLMs
(we presented the comparison of different LLMs
over multiple tasks in Appendix A), i.e., GPT-3.5
and GPT-4, in performing various modular task-
oriented objectives in their respective settings.

2.1 TODS Subtasks

Let us define a dialogue set D, =
{u1,71,u2,72, .crUp, T} where wu; and 7;
denotes the user utterance and the system reply at
turn ¢, respectively.

Intent Classification (IC) For IC, we have the
set of labels C' = {c1,ca,...,¢}, from which
we build the input for the LLM as zi¢ =
Pic(Tte, C’oncat(cj);:(), u;) where P%(.) is the IC



Model Attraction Hotel Restaurant Taxi Train Average
JGA Slot-F1 | JGA Slot-F1 | JGA Slot-F1 | JGA Slot-F1 | JGA Slot-F1 | JGA Slot-F1
TRADE 20.06 - 14.20 - 12.59 - 59.21 - 22.39 - 25.69 -
MA-DST 22.46 - 16.28 - 13.56 - 59.27 - 22.76 - 26.87 -
TransferQA 31.25 - 22.72 - 26.28 - 61.87 - 36.72 - 35.77 -
T5Dep 37.83 - 26.50 - 27.05 - 69.23 - 40.27 - 40.18 -
Modular (GPT-3.5, w/ all slots) 30.23 6538 | 26.77 76.28 | 4828 8290 | 56.22 7533 | 53.75 83.64 | 42.02 78.60
Modular (GPT-3.5, w/ domain slot) | 39.53  74.89 | 27.03 79.78 | 51.72 85.06 | 63.24 8398 | 52.50 84.84 | 4448 8253
Modular (GPT-4, w/ all slots) 39.53 7899 | 3123 84.07 | 55.86 8823 | 6324 8271 |59.83 89.72 |48.16 85.62
Modular (GPT-4, w/ domain slot) 46.51 81.13 | 31.76 8342 | 56.90 88.47 | 6596 84.33 | 5250 89.73 | 48.35 85.82

Table 2: Performance comparison on zero-shot DST benchmark. LLMs outperform all baselines in our benchmark.
Baseline results are directly taken from their respective works. The best performances in each section are in bold.

input template, Z°° refers to the natural language
instruction for IC and Concat(c;) is the concate-
nation of all labels. We evaluate two generation
settings, a single output setting where we query the
model for the inferred intent, and a multi-output
setting where we query the model for the top-3 in-
tents given the user query by simply changing the
instruction Z%. As such, we recast the classifica-
tion task in a text-generation manner and compare
our results with state-of-the-art IC baselines.

Dialogue State Tracking (DST) For
DST, we define the total set of slots
S = {31,D1752,D17 "'7Sk,Dz} where Si,Dj is

the i-th slot associated to domain D;. We
give a singular hand-crafted exemplar dis-
tinct from the dataset to guide the generation
format directly as JSON. We build the input
pdst = [pdst(7dst fdst(S) D;) by providing the
entire dialogue context, where P9¢(.) is the DST
input template, Z%! denotes the instruction for
DST f95!(S) refers to a textual transformation
of the set of slots. We evaluate two settings with
different slot transformations: one by providing all
slots and another with only the active domain slots.

Response Generation (RG) For RG, given a di-
alogue D, we define the set of oracle system ac-
tions A = {a1,1,a1,2, ..., anm} Where a; j denotes
the j-th system action of turn i. We construct the
input l‘:g = P9 (Irg, fr9 (aiyl, Aj 2y ey ai,m), Dz)
where P™9(.) is RG input template, Z"9 denotes the
instruction for RG and f"9(.) refers to a textual
transformation of the set of system actions. We
evaluate the capability of LLMs to leverage a struc-
tured system action while addressing the dialogue
context to generate a response to the user.

2.2 Experiment Settings

Dataset For the dialogue state tracking, we eval-
uvate the LLMs’ capability on MultiwOZ 2.1
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(MWOZ) (Eric et al., 2020). For intent classi-
fication, we evaluate two datasets: Banking77
(Casanueva et al., 2020), a fine-grained intent
dataset in the banking domain, and CLINC150
(Larson et al., 2019), coarse-grained intents classifi-
cation datasets covering over 10 different domains.
The main challenge of the CLINC150 dataset is on
inferring out-of-scope intent, which is particularly
challenging without any model training.

Evaluation We evaluate dialogue state track-
ing with Joint Goal Accuracy (JGA) and Slot-
F1. We compute JGA using exact matching in-
stead of fuzzy matching, with minor typo fixes
in MWOZ following prior works (Hosseini-Asl
et al., 2020a; Su et al., 2022). For intent classi-
fication, we evaluate the accuracy when predict-
ing only one intent (single) and the top-3 intents
(multi) in a text generation setting. BLEU (Pap-
ineni et al., 2002), Inform, and Success (Eric et al.,
2020) are used for response generation. In addition
to these metrics, we also compare lexical diver-
sity (Shen, 2022), i.e., HDD (McCarthy and Jarvis,
2010), MATTR (Covington and McFall, 2010),
MTLD (McCarthy, 2005), and VOCD (McCarthy
and Jarvis, 2007), fluency through perplexity, and
human-likability using USL-H (Phy et al., 2020).

Baseline For intent classification, we com-
pare with various few-shot fine-tuned base-
lines: RoBERTa (Liu et al., 2019), ICDA (Lin
et al., 2023), DNNC (Zhang et al., 2020a), and
CPFT (Zhang et al., 2021). While for zero-
shot baseline, we employ MNLI (Williams et al.,
2018) fine-tuned BART,4 models (Lewis et al.,
2020) by framing intent classification as an NLI
task. For dialogue state tracking, we compare
with multiple strong zero-shot baselines in the
single-domain setting: TRADE (Wu et al., 2019a),
MA-DST (Kumar et al., 2020), TransferQA (Lin
et al., 2021a) and T5Dep (Wang et al., 2022).



Model Reference-based Fluency ’ Lexical diversity Human pref.

BLEU Inf. Succ.| PPL HDD MATTR MTLD VOCD USL-H
LAVA 11.33 958 949 2545 | 6535 74.84 3072 25.84 59.68
SFN 14.11 977  91.6 51.97 | 70.68 78.67 34.25 36.02 65.41
DAMD 14.94 78 68.7 5841 | 7145  78.09 29.08 37.57 62.62
MARCO 16.5 953 91.1 36.00 | 73.40  83.39 4448 4278 70.35
MinTL 18.39 85 80.8 49.77 | 71.31 82.76 38.99 37.26 65.36
BORT 16.75 91.1 883 5345 | 7094  81.82 38.41 36.28 66.00
HDSA 20.02 958 90.2 43.37 | 71.71 82.95 42.04  38.02 68.36
RSTOD 1598 91.6 869 76.05 | 73.11 82.41 42.08  41.88 68.54
Modular (GPT-4) | 6.12 86.42 7848 | 36.63 |80.59 89.56  66.64 70.13 |  89.66

Table 3: Performance comparison on response generation. Although lower in BLEU, responses by the LLM-
powered modular TODS are more human-preferred. The reported results for the baselines are taken from their
respective work. The best performances in each group are in bold.

For the response generation, we compare with
modular and non-unified end-to-end TODS—e.g.,
having split decoder modules for DST and re-
sponse generation—including SFN (Mehri et al.,
2019), LAVA (Lubis et al., 2020), DAMD (Zhang
et al.,, 2020b), MARCO (Wang et al., 2020),
MinTL (Lin et al., 2020), HDSA (Santra et al.,
2021), RSTOD (Cholakov and Kolev, 2022), and
BORT (Sun et al., 2022).

2.3 Key Takeaways

The evaluation results for intent classification, DST,
and response generation are shown in Table 1, Ta-
ble 2, and Table 3, respectively. We summarize the
key insights as follows:

LLMs outperform most baselines. LLMs show
significant improvements in intent classification
and DST tasks compared to other zero-shot and
few-shot baselines and perform almost comparably
to few-shot models in the intent classification task.

LLMs offer better generalization and adapt-
able solutions to TOD. Unlike fine-tuned mod-
els, LLMs approach all tasks in an autoregressive
generation manner, allowing greater flexibility and
scalability to adapt to other tasks and domains.

LLMs generate responses that better reflect
human preference. Unlike other fine-tuned ap-
proaches, LLMs generate responses that are dis-
tinct from the gold responses resulting in lower
BLEU scores. Nevertheless, the responses from
modular LLMs are more fluent, diverse, and
human-likable compared to baselines, while having
competitive Inform and Success rates.

LLMs do not solve multi-domain DST problems
Despite their strong performance, LLMs often over-
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predict active slots, leading to errors in the all slots
setting. LLMs tend to mix up parallel slots over
different domains, especially for either temporal or
spatial information, e.g., destination and departure,
leave time and arrival time, etc.

3 InstructTODS: An Instruction-Based
Zero-shot End-to-End TODS

By leveraging the insights from solving TODS
subtasks on §2.3, we develop the first zero-shot
end-to-end framework that operates without any
domain information (ontology) and requires no
task-specific annotations such as dialogue state,
system act, intent, etc. This method is not only
cost-efficient but also alleviates the ontology con-
straint of LLMs in the modular DST task and pro-
motes the strength of LLMs in generating better
and more human-preferred responses. Let us define
a structured knowledge base (KB) as a set of tu-
ples K€ = {(vi", ..., v{*), ..., (v3, ..., v2%) } where
(a;) ?:0 are the attributes of the KB, and (v?")?:()
are all the values associated to the attribute a;.

We first define a naive modular LLM response
generation approach that serves as a baseline, de-
noted as RGgive.* RGrgive generates the user
response by taking the entire KB along with the dia-
logue context as input. In this approach, we rely on
the ability of the LLM to parse the entire KB during
inference while processing the dialogue context, in
order to perform in-context retrieval and response
generation at the same time. As such, we build
the input ¢ = PRG(TRG | fRG(KC) D;) where
PRC () is the response generation input template,
TG denotes the instruction for response genera-
tion and £ (K) refers to a textual transformation

*RGaive is based on Bang et al. (2023)’s limited observa-
tion of zero-shot end-to-end TODS with ChatGPT (see §6.2).
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Fulfilled action thought
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Figure 2: Overview of InstructTODS, a framework to utilize LLM for zero-shot end-to-end task-oriented dialogue.

of the KB where we filter unnecessary information
and values that are too long as they are not needed
to accomplish the user goal. In this approach, the
bottleneck resides in the context window limit of
the LLMs. Unlike other approaches, InstructTODS
aims to make the best use of the LLM abilities to
perform end-to-end tasks in zero-shot settings with-
out the need for additional modular NLU and DST
models, allowing zero-cost adaptation to various
domains with no parameter update.

In general, in order to process the dialogue his-
tory and interact with the KB, InstructTODS in-
troduces two concepts, i.e., proxy belief state and
action thought. The results from KB and the dia-
logue history are then fed as a context to the LLM
for generating the user response.

In the following paragraphs, we describe each
component of InstructTODS in more detail.

Proxy Belief State We generate a proxy belief
state B; = PPS(D;) from the dialogue history
where P29(.) denotes the prompt template and D;
the dialogue context. B; encapsulates everything
that the user is looking for in natural language at
this point of the dialogue. Note that, the proxy be-
lief state does not need any prior knowledge about
the domain nor any ontology to operate (e.g. do-
main, trackable slots, values, types of information,
etc.). The proxy belief state is directly used to
interact with the KB in a multi-turn fashion.

KB Interaction To interact with the KB, we gen-
erate an Action thought A = P*!(B;, (a;)F_,)
where P%“!(.) is the template for action generation
and (a;)%_, the attributes of the KB. By providing
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the existing attributes of the KB at this step, we
ground the LLM to accurately translate the belief
state into information that can be queried from the
KB, while filtering out unnecessary data. The ac-
tion thought serves as an intermediary to leverage
the code generation ability of LLM by generating a
query Q = PXB(A K) where PXB(.) is the tem-
plate for code generation. The output from the KB
is then parsed by the LLM to extract relevant infor-
mation, denoted as I, presented in natural language,
which provides a summary of the KB interaction. It
also determines whether the current action thought
has been fulfilled. If it remains unanswered, a new
action thought is generated based on the extracted
information, and the process repeats until a stop-
ping criterion is reached indicating that no relevant
knowledge is found in the KB.

Response Generation Once the KB interaction
concludes, the final information, together with the
original dialogue context, is passed to the model
to generate the response Y = PRC (I, D;) where
PEC represents the response generation template
and I the final information from the KB interaction.
In the case where no knowledge is found in the KB,
the LLM prompts the user to provide additional
information. We provide the prompt template in
Appendix D. The depiction of how the Instruct-
TODS framework works is presented in Figure 2.

4 Experiment settings

Baselines Our framework is compared to other
end-to-end unified TODS approaches that per-
form end-to-end TODS using a unified text-to-
text paradigm through a single generalized text



Attraction Hotel ‘ Restaurant Taxi Train ‘ All

Model Inf. Succ. | Inf. Succ. | Inf. Succ. | Inf. Succ. | Inf. Succ. | BLEU Inf. Succ.
SOLOIST 100 90.90 | 90.00 85.00 | 78.30 70.00 | 100 100 | 81.80 78.80 | 13.58 88.80 84.30
UBAR 100 90.90 | 85.00 70.00 | 91.70 83.30 | 100 90.00 [ 90.90 84.80 | 15.05 91.90 82.10
AUGPT 90.90 81.80 | 71.70  60.00 | 81.70 73.30 | 100 84.00 | 97.00 93.90 | 1556 86.10 76.20
GALAXY | 90.90 7270 | 81.70 7670 | 91.70 83.80 | 100 100 |93.90 93.90 | 18.10 91.00 86.10
PPTOD 81.80 81.80 | 71.70 7170 | 86.70 86.70 | 100 100 | 89.20 84.80 | 16.44 89.20 84.80
RGpaive | 81.80 36.37 | 90.00 83.33 | 96.70 8333 | 100 89.80 | 97.00 63.67 | 3.95 9490 82.16
InstructTODS | 72.70 5455 | 85.00 75.00 | 91.70 73.33 | 100 89.80 | 90.90 72.73 | 3.94 90.70 76.20

Table 4: Task completion performance comparison. InstructTODS have competitive Inform and Success rates
compared to other end-to-end fine-tuned TODS baselines. Bold represents the highest score in each column.

generation model, i.e., SimpleTOD (Hosseini-
Asl et al., 2020b), PPTOD (Su et al., 2022),
Soloist (Peng et al., 2021), UBAR (Yang et al.,
2021), AuGPT (Kulhanek et al., 2021), and
Galaxy (He et al., 2022). In addition, as described
in §3, we add the naive version of the LLM re-
sponse generation approach which is fed by the full
KB (RGy,4ive), as an additional baseline to better
evaluate the effectiveness of our framework.

Datasets We evaluate the end-to-end zero-shot
capability on MultiWOZ 2.1 MWOZ) (Eric et al.,
2020; Lewkowycz et al., 2022). We split the eval-
uation into two settings, i.e., single-domain and
multi-domain evaluation settings, where we show
the capability of LLMs to tackle more complex
TODS tasks in zero-shot end-to-end settings.

Automatic Evaluation For evaluating the end-
to-end framework, we measure the per domain In-
form and Success rates, and the BLEU (Papineni
et al., 2002), Inform rate, and Success rate (Eric
et al., 2020) for all domains. The evaluation met-
ric is computed on the delexicalized responses to
avoid favoring models that provide more informa-
tion than others and focus solely on the vocabulary
used for the response generation. Additionally,
we also incorporate an automatic human-likability
score, namely USL-H (Phy et al., 2020).

Human Evaluation We conduct an extensive hu-
man evaluation to measure the capability of LLMs
in conducting zero-shot end-to-end unified TOD.
Specifically, we conduct two human evaluations,
which measure: 1) the informativeness, helpful-
ness, and humanness of the generated responses,
and 2) the information correctness and hallucina-
tion rate of our InstructTODS. For evaluating infor-
mativeness, helpfulness, and humanness, we ask 3
annotators to rate the quality of the response using
a 4-point Likert scale (see Appendix B). The sys-

tem is helpful if it answers the user’s request while
pushing the conversation towards goal completion,
informative if the system provides enough related
information while answering the user, and human if
the generated answer is fluent and human-preferred.
For measuring the incorrectness and the hallucina-
tion rate, the metrics are evaluated by a single TOD
expert. The incorrectness and hallucination rate are
measured by manually checking the ratio of cor-
rect, incorrect, and hallucinated entities provided
in the generated responses. We conduct the human
evaluation by taking 50 generated responses from
all the models and the gold responses.

5 Results and Analysis

5.1 Automatic Evaluation

Our automatic evaluation is shown in Table 4. In
general, we find a similar trend with the modular
LLMs where LLMs produce lower BLEU scores—
~4 BLEU against ~15 BLEU—with competitive
Inform and Success rates compared to other end-
to-end unified TODS baselines. Note that, as men-
tioned in §2.3, LLMs often generate completely
different responses to the gold knowledge, hence
producing low automatic evaluation scores. Nev-
ertheless, the low automatic evaluation scores do
not sufficiently reflect the capability of Instruct-
TODS. We will further elaborate on this in §5.2,
raising a question of the sufficiency of evaluating
TODS quality using only a single gold response.
Some comparative generation samples between the
different models can be found in Appendix C.

5.2 Informativeness, Helpfulness, and
Humanness of InstructTODS

The results for our human evaluation are shown in
Figure 3 for InstructTODS in comparison with the
naive approach, the gold responses, and the two
best-performing baselines in task completion (i.e.,
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Figure 3: Human evaluation comparison on informativeness (left), helpfulness (center), and humanness (right).
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Figure 4: InstructTODS have higher human preference
scores than the gold responses and baselines.

Galaxy and PPTOD). From the results, we show
that InstructTODS is more informative, helpful,
and human-like than the two fine-tuned end-to-end
baselines by a noticeable margin. For both help-
fulness and humanness, InstructTODS also outper-
forms RGy,4;ve and the gold response. Aligning
with the human evaluation results, the generated
responses by our framework also have higher hu-
manness scores as shown in Figure 4, even higher
than the gold responses. RG,,4iye is the most infor-
mative, which is expected as the model processes
the entire KB for information, however, the quality
of the information greatly differs as shown in§5.3.

5.3 Incorrectness and Hallucination

We show the results for incorrectness and hallu-
cination for the LLM-generated responses in Fig-
ure 5. While a sample can be incorrect, e.g., if
the LLLM database interaction fails, the LLMs do
not necessarily generate unfaithful information. In-
structTODS is more robust than naively employing
the LLMs, improving the correctness by 15% and
showing 11% of hallucination, half the amount of
the RGqive. We observe that some types of in-
formation are more prone to hallucination, notably
time and address. This bias towards temporal and
spatial information aligns with our observation of
LLMs’ performance in DST (§2.3).

InstructTODS
RG naive

22.7%

I Y 7

Modular (GPT-4)

Y

® Correctness ® Incorrectness = Hallucination

Figure 5: Human evaluation on correctness, incor-
rectness, and hallucination for RG,, ;.. and Instruct-
TODS.

5.4 LLMs on Multi-Domain TOD

While it is possible to use InstructTODS in multi-
domain with distinct KBs per domain, as we see
in Figure 6, the performance degrades quickly for
Success and slightly less for Inform as the number
of domains increases. While fine-tuned end-to-end
baselines operate with only one KB at a given turn
by tracking the active domain through either state
changes (Peng et al., 2021; Yang et al., 2021) or
slot names (Kulhének et al., 2021), our zero-shot
framework does not assume any external knowl-
edge nor ontology information. As such, all KBs
are provided at each turn, and due to different KBs
attributes overlapping in MWOZ, InstructTODS
often queries incompatible information from the
proxy belief state (e.g., "food" and "destination" at
the same time), which are in different KBs. Hence,
multi-domain degradation is largely due to the KB
interaction failure.

6 Related Work

6.1 Task-Oriented Dialogue System

Task-oriented dialogue systems (TODS) can be
broadly classified into two categories (Chen et al.,
2017; Gao et al., 2018; Zhang et al., 2020c) which
include pipelined approaches (Nagata and Mori-
moto, 1994; Levin et al., 1997, 2000; Hurtado
et al., 2005; Williams and Young, 2007; Hori
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Figure 6: End-to-end TODS performance degrades as the number of active domains in the dialogue increases.

et al., 2009; Lee et al., 2009) and end-to-end ap-
proaches (Madotto et al., 2018; Wu et al., 2019b;
Madotto et al., 2020b; Raghu et al., 2019; Qin et al.,
2020; Hosseini-Asl et al., 2020a; Lei et al., 2018;
Hosseini-Asl et al., 2020b; Lin et al., 2020; He
etal., 2022; Kulhédnek et al., 2021; Peng et al., 2021;
Su et al., 2022; Yang et al., 2021). The pipelined
approach utilizes multiple modules in order to gen-
erate the system responses. While the end-to-end
approach directly generates responses from the user
input and the KB in an end-to-end manner.

End-to-end TODS Early approaches for end-to-
end TODS employ template responses in a retrieval
or generation setting (Zhao et al., 2017; Eric et al.,
2017; Wu et al., 2019b). While other approaches
inject KBs directly into the model to perform end-
to-end generation (Madotto et al., 2018, 2020a).
A more recent end-to-end TODS tackles end-to-
end response generation in a single sequence pre-
diction problem (Hosseini-Asl et al., 2020a; Yang
et al., 2021; Peng et al., 2021) with an autoregres-
sive model. These approaches still mostly leverage
TOD data (belief states, system acts, etc.) dur-
ing generation. As general pre-trained LMs were
shown to be effective for TODS (Mehri et al.,
2019; Lubis et al., 2020; Lin et al., 2020), sev-
eral subsequent works have explored pre-training
approaches directly tailored towards TODS (Zhang
et al., 2020b; Su et al., 2022; He et al., 2022). To
the best of our knowledge, prior works require a
structured format of dialogue states, system acts,
and/or template responses, whereas InstructTODS
alleviates such needs by incorporating an unstruc-
tured proxy belief state, which requires no domain-
specific knowledge nor ontology to operate, allow-
ing zero-shot adaptation to various TOD domains.

6.2 Zero-Shot Generalization of LLMs

LLMs have shown remarkable zero-shot generaliza-
tion capabilities in various NLP tasks (Brown et al.,
2020; Scao et al., 2022; Chowdhery et al., 2022;

Thoppilan et al., 2022). This is further improved
through instruction tuning (Wei et al., 2021; Sanh
et al., 2021; Wei et al., 2022; Chung et al., 2022;
Longpre et al., 2023; Cahyawijaya et al., 2023b),
which enables a better generalization to unseen
tasks, and reinforcement learning with human feed-
back (Christiano et al., 2017; Ouyang et al., 2022;
Bai et al., 2022), which enables a better alignment
of human preferences. The zero-shot generaliza-
tion ability of LLMs has also been explored in
more specific cases, e.g., multiple choice question
answering (Robinson and Wingate, 2023), biomed-
ical NLP (Fries et al., 2022), reasoning (Bang et al.,
2023), low-resource languages (Cahyawijaya et al.,
2023a,b; Asai et al., 2023), code-switching (Yong
et al., 2023; Zhang et al., 2023).

LLMs for TODS Recent works explore the
applicability of LLMs in solving modular TOD
tasks (Bang et al., 2023; Hudecek and Dusek, 2023)
and a pipeline manner (Hosseini-Asl et al., 2020b;
Su et al., 2022; Peng et al., 2021; Yang et al., 2021;
Kulhének et al., 2021; He et al., 2022). Addition-
ally, Bang et al. (2023) inspect ChatGPT’s capa-
bility for zero-shot end-to-end TODS, however, it
is limited to only ~1% of the test set available.
Therefore, to the best of our knowledge, our work
is the first to comprehensively study the utilization
of LLMs for zero-shot end-to-end TODS.

7 Conclusion

In this paper, we introduce InstructTODS, an off-
the-shelf framework to effectively perform end-
to-end TODS in zero-shot utilizing LLMs. We
compare InstructTODS to several state-of-the-art
fully fine-tuned end-to-end TODS and show that
InstructTODS manages to guide the conversation
towards goal completion similarly to the fine-tuned
systems on MWOZ while generating answers that
are more informative, helpful, and human-like than
previous approaches. Furthermore, we investigate
the capability of LLMs in performing various TOD



subtasks in zero-shot settings, demonstrating better
diversity and human preference on response gen-
eration, and state-of-the-art zero-shot results on
dialogue state tracking and intent classification.

8 Limitation

Generalization to Other Datasets In our work,
we only assess the effectiveness of InstructTODS
on MultiWoZ 2.1 dataset, whose size is a magni-
tude higher than other TODS datasets (Eric et al.,
2020). We conjecture that the generalization to
other datasets will follow the same trend as de-
scribed in §5, where it excels in the single-domain
setting while still struggling in the multi-domain
setting. We expect future work to extend the as-
sessment on InstructTODS to other datasets and
domains.

Generalization to Other Languages In recent
years, various task-oriented dialogue systems in
languages other than English have been introduced,
such as CrossWoZ (Zhu et al., 2020), BiTOD (Lin
et al., 2021b), GlobalWoZ (Ding et al., 2022),
and COD (Majewska et al., 2023). As suggested
in prior works evaluating LLMs in low-resource
languages (Bang et al., 2023; Asai et al., 2023;
Cahyawijaya et al., 2023b,a; Workshop et al., 2023;
Kabra et al., 2023; Zhang et al., 2023), we conjec-
ture that the performance in other languages follow
the general trend in LLMs where the performance
in low-resource languages will be lower compared
to the high-resource languages. Future work might
explore and further extend methods for improving
the generalization of InstructTODS to other lan-
guages.

Generalization to Other LLMs In this work,
we only explore two proprietary LLMs which dis-
play strong performance on various NLP tasks, i.e.,
GPT-3.5 and GPT-4. Despite the lack of trans-
parency of these models, we expect that when other
publicly available LLMs achieve the same perfor-
mance as these proprietary LLMs, a similar capa-
bility of zero-shot end-to-end TODS will emerge.
We expect future work to explore the generaliza-
tion of InstructTODS and its improvement in other
LLMs.

9 Ethics Statement

Our research endeavors to develop an off-the-shelf
framework for zero-shot end-to-end Task-Oriented
Dialogue Systems (TODS) using Large Language

Models (LLMs). It is important to note that this
study does not involve the use of any sensitive data
and the experimental evaluation is conducted on
publicly available datasets. To ensure the quality
of our results, we have employed crowdsourcing
for the human evaluation of the generated dialogue
responses. While our study does not raise any ethi-
cal concerns regarding privacy, confidentiality, or
bias, we recognize that the use of LLMs in dialogue
systems may have ethical implications related to
potential biases in the training data and the gen-
erated responses. Therefore, we emphasize the
importance of ongoing research toward developing
ethical guidelines and best practices for the use of
LLMs in dialogue systems. In line with our com-
mitment to transparency and reproducibility, we
will be releasing our code publicly. We believe
that this will encourage open and collaborative re-
search towards the development of more ethical
and effective dialogue systems.
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A Comparison of LLMs over Various
NLP Tasks

We show the performance comparison of vari-
ous LL.Ms on both NLU and NLG tasks in Fig-
ure Al. The data are collected from various prior
works focusing on benchmarking the capabilities
of LLMs (Bang et al., 2023; Cahyawijaya et al.,
2023a; Anonymous, 2023; Asai et al., 2023; Ope-
nAl, 2023; Wu et al., 2023).
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Figure Al: Average LLM performance comparison on
various (left) NLG and (right) NLU tasks.

B Human Evaluation

We give additional details concerning the human
evaluation in this section. The instructions for each
metric given to the evaluators are defined as follow:

Informativeness Amount of information that the
system provides while answering the user’s utter-
ance.

1.
2.

The response has no information at all

The response provides at least one piece of
information, but clearly not enough.

The response provides several pieces of infor-
mation but more could be provided
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4. The response gives all the information you
would expect in that turn

Helpfulness The system answers the user’s utter-
ance and pushes the conversation towards comple-
tion

1. The response is doing neither

2. The response is just pushing the conversa-
tion towards completion without answering
the question

3. The response is just answering the question
but not pushing the conversation towards com-
pletion

4. The response is doing both

Humanness The system answers the user’s utter-
ance in a human-like manner

1.
2.

The response is completely machine-like

The response contains human-like acknowl-
edgement, but still sound machine-like

. The response has human acknowledgement
and you could imagine it being said by a hu-
man

. The response is completely indiscernible from
a human answer

C

Generation Samples

We show a few generation samples of Instruct-
TODS as well as the modular evaluation of TODS
subtasks. In table A1, we show different delexical-
ized responses of the fine-tuned baseline compared
to the generation by InstructTODS. For the modular
subtasks, we show a sample of correct prediction
as well as difference failure cases. The samples for
dialogue state tracking are in Table A2, for intent
classification in Table A3 and for response genera-
tion in Table A4.

D Prompts

In table A5, we give the templates and samples of
the prompts used in RG,44ve, and in the end-to-end
setting for the proxy belief state, the initial knowl-
edge base interaction and the response generation
using the extracted information.



ID | SNG0991 json
Dialogue Alright, let’s try for a cheap hotel.
Context
Gold | Do you want a cheap hotel or a cheap guesthouse?
SOLIST I have [value_count] [value_pricerange] hotels. [value_count] in the [value_area] and [value_count] in the
[value_area]. Which area do you prefer ?
UBAR | What area would you like to stay in?
AUGPT \ I have [value_count] [value_price range] [value_type] available. Do you have a preference for the area?
GALAXY ‘ [value_name] meets your criteria. Would you like me to book you a room ?
PPTOD \ There are [value_choice] [value_price] [value_type] with free parking. Do you have a preference for the area ?
InstrucTODS | Great, I found [value_name] located at [value_address] [value_postcode]. It has free parking and falls within the
(Zero-Shot) [value_pricerange] price range. Would you like me to confirm a booking for you?
ID | MUL2320.json
Dialogue No, that’s everything I needed today. Thank you!
Context
Gold | Ok, thank you for calling. Goodbye.
SOLIST ‘ You are welcome. Have a great day !
UBAR ‘ Thank you for using our system!
AUGPT | You're welcome. Have a great day!
GALAXY \ You are welcome. Have a great day !
PPTOD ‘ You are welcome. Have a great day !
InstrucTODS | Great, let me know if you need any further assistance. Have a great day!
(Zero-Shot)
ID | MUL1489.json
Dialogue USER: Yes, please. I need a table for 8 on Friday at 17:30, please.
Context SYSTEM: Ok, you are all set for cote on Friday, table for 8 at 17:30. Can I help with anything else?
USER: Can I have the reference number for the reservation please?
SYSTEM: Booking was unsuccessful. Can you try another time slot?
USER: What about 16:30?
Gold ‘ One moment while I try to make the reservation of table for 8, Friday at 16:30.
SOLIST I have made that reservation for you. Your reference number is [value_reference]. Is there anything else I can help
you with ?
UBAR ‘ I was able to book your table for [value_day] at [value_time]. Your reference number is [value_reference].
AUGPT ‘ Yes, the reference number is [value_reference].
GALAXY \ I am sorry, but I was unable to book that for you. Would you like to find another restaurant?
PPTOD \ Your reference number is [value_reference]. Is there anything else I can help you with ?
InstrucTODS | Sure your reference number for the reservation at [value_name] on [value_day] at [value_time] for a table of

(Zero-Shot)

[value_people] is [value_reference]. Is there anything else I can assist you with?

Table Al: Samples of different system responses for both the proposed E2E framework in comparison with the
gold response. InstrucTOD’s response are delexicalized after generation, while the fine-tuned systems generate the
delexicalized response directly.
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ID | SNG01679.json
Prompt Generate the dialogue state of the following dialogue between a USER and a task-oriented dialogue SYSTEM.
The results should be in a single python dictionary following this format: "domainl-slotl":valuel, "domain2-
slot2":"value2". Use the provided domain and slots, and nothing else:
SLOTS:
attraction-area, attraction-name, [...], hotel-day, hotel-stars, [...], train-leave At
CONTEXT:
USER: I need a taxi to take me to Pipasha Restaurant to leave after 01:45.
BELIEF STATES:
Gold \ { taxi-leaveAt’: ’01:45’, ’taxi-destination’: ’pipasha restaurant’}
Modular {"taxi-leaveAt":"01:45", "taxi-destination":"Pipasha Restaurant"}
(GPT-4)
ID | SNG01936.json
Prompt Generate the dialogue state of the following dialogue between a USER and a task-oriented dialogue SYSTEM.
The results should be in a single python dictionary following this format: "domainl-slotl":valuel, "domain2-
slot2":"value2". Use the provided domain and slots, and nothing else:
SLOTS:
attraction-area, attraction-name, [...], hotel-day, hotel-stars, [...], train-leave At
CONTEXT:
USER: I am looking for city centre north b and b
SYSTEM: I have found the guesthouse you were wanting. Would you like me to book this for you?
USER: Yes, please book it for 1 person and for 5 nights starting Friday.
BELIEF STATES:
Gold | {"hotel-stay’: °5’, "hotel-day’: “friday’, "hotel-people’: *1’, "hotel-name’: "city centre north b and b’}
Modular {"hotel-stay": "5", "hotel-day": "Friday", "hotel-people": "1", "hotel-area": "city centre north", "hotel-type": "b
(GPT-4) and b"}
Comment In this example, the LLM mistakes the first part of the name "city centre north b and b" as "hotel-area" since it
contains "centre north", and the end of the name as a "hotel-type" of hotel "b and b".
ID | SNG0263.json
Prompt Generate the dialogue state of the following dialogue between a USER and a task-oriented dialogue SYSTEM.
The results should be in a single python dictionary following this format: "domainl1-slotl":valuel, "domain2-
slot2":"value2". Use the provided domain and slots, and nothing else:
SLOTS:
attraction-area, attraction-name, [...], hotel-day, hotel-stars, [...], train-leave At
CONTEXT:
USER: I am looking for a train from Cambridge to Birmingham New Street.
SYSTEM: The next train leaving from Cambridge for Birmingham New Street departs Friday at 5:01, and will
arrive by 7:44.
USER: I need a train that departs after 08:30 on Friday.
SYSTEM: I have a train leaving Cambridge arriving at Birmingham New Street on Friday at 9:01. Would you like
me to book this for you?
USER: Yes please, that sounds perfect.
BELIEF STATES:
Gold {’train-leaveAt’: *08:30’, ’train-destination’: ’birmingham new street’, ’train-day’: ’friday’, ’train-departure’:
’cambridge’ }
Modular {"train-leaveAt":"08:30", "train-destination":"Birmingham New Street", "train-day":"Friday", "train-
(GPT-4) departure":"Cambridge", "train-arriveBy":"9:01"}
Comment In this example, the LLM mistakenly parse the time given in the system utterance as "train-arriveBy". This type of

mistake happens often in domains with temporal information as the dialogue history gets longer

Table A2: Samples of Zero-Shot Dialogue State Tracking. First example is correct, the other two show different
type of LLM mistakes.
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Prompt

Select the correct intent that is expressed in the given SENTENCE among the list of INTENTS provided. Generate
the correct intent and nothing more:

INTENTS:

0 activate_my_card

1 age_limit

2 apple_pay_or_google_pay
[..]

74 why_verify_identity
75 wrong_amount_of_cash_received
76 wrong_exchange_rate_for_cash_withdrawal

SENTENCE:
"Is there a way to know when my card will arrive?"

Gold

card_arrival

Modular
(GPT-4)

11 card_arrival

Prompt

Select the correct intent that is expressed in the given SENTENCE among the list of INTENTS provided. Generate
the correct intent and nothing more:

INTENTS:

0 activate_my_card

1 age_limit

2 apple_pay_or_google_pay

[...]

74 why_verify_identity

75 wrong_amount_of_cash_received

76 wrong_exchange_rate_for_cash_withdrawal

SENTENCE:
"Can I reactivate my lost card that I found this morning in my jacket pocket?"

Gold

card_linking

Modular
(GPT-4)

41 lost_or_stolen_card

Comment

The LLM focuses more on "lost" in the user utterance, although the emphasis to understand the correct intent
should be put on "reactivate".

Prompt

Select the correct intent that is expressed in the given SENTENCE among the list of INTENTS provided. Generate
the correct intent and nothing more:

INTENTS:

0 activate_my_card

1 age_limit

2 apple_pay_or_google_pay

[...]

74 why_verify_identity

75 wrong_amount_of_cash_received

76 wrong_exchange_rate_for_cash_withdrawal

SENTENCE:
"Why won’t my card show up on the app?"

Gold

card_linking

Modular
(GPT-4)

card_not_working

Comment

In the utterance context, the main source of confusion is due to the card linking being implicit (by mentionning the
app), while the card not working is more explicit (not show up).

Table A3: Samples of Zero-Shot Intent Classification. First example is correct, the other two show different type of

LLM mistakes.
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ID

PMUL3027.json

Prompt In a task oriented dialogue setting, generate a SYSTEM response to the USER query in the conversation provided
in CONTEXT. You should follow the information provided in ACT to generate this answer. Do not answer with
anything other than what is provided in the dialogue act:

CONTEXT:

USER: I am staying in the centre of town for the weekend, what is there to do there?

SYSTEM: We have several things to do! Architecture, colleges, museums...What type of attraction are you most
interested in?

USER: It doesn’t matter but can you recommend one and give me the entrance fee?

ACT:Recommend the user for free, castle galleries.

SYSTEM:

Gold \ I recommend castle galleries and it’s free to get in!

Modular I recommend visiting the castle galleries, which are a great attraction and the best part is that the entrance is free!

(GPT-4)

ID | PMUL3027.json

Prompt In a task oriented dialogue setting, generate a SYSTEM response to the USER query in the conversation provided
in CONTEXT. You should follow the information provided in ACT to generate this answer. Do not answer with
anything other than what is provided in the dialogue act:

CONTEXT:

USER: I want to find a moderately priced restaurant.

SYSTEM: I have many options available for you! Is there a certain area or cuisine that interests you?

USER: Yes I would like the restaurant to be located in the center of the attractions.

SYSTEM: There are 21 restaurants available in the centre of town. How about a specific type of cuisine?
USER: i need to know the food type and postcode and it should also have mutliple sports

SYSTEM: I am sorry I do not understand what you just said. Please repeat in a way that makes sense.

USER: get me the food type and the post code

SYSTEM: My favorite it The Copper Kettle at 4 Kings Parade City Centre CB21SJ. It serves British food. Does
that interest you?

USER: Absolutely! Thank you! I also need information on the attractions that have multiple sports in town, in the
same area as the restaurant please.

SYSTEM: The only multiple sports attraction is located in the east of town. Would you like more information?
USER: No, I want to be in the centre of town. What about architecture attractions?

SYSTEM: All Saints Church is an architectural attraction. It is in the Centre of town and entrance is free!
USER: Can I get their phone number and address please?

SYSTEM: Their phone number is 01223452587. Is there anything else I can assist you with?

USER: Oh, what type of architecture is it?

ACT:Inform the user that the type is architecture.

SYSTEM:

Gold | Itis architecture type. Anything else?

Modular All Saints Church features Gothic architecture.

(GPT-4)

Comment \ The type of architecture "Gothic" is hallucinated by the LLM here.

Table A4: Samples of Zero-Shot Response Generation using oracle system action. Second example show hallucina-

tion.
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Setting | Template | Sample

RGraive Generate the answer of the SYSTEM in the following | Generate the answer of the SYSTEM in the following
conversation between a USER and a SYSTEM in a | conversation between a USER and a SYSTEM in a
task-oriented dialogue setting. You can either request | task-oriented dialogue setting. You can either request
more details to the user that is available in the knowledge | more details to the user that is available in the knowledge
base to complete the goal, or simply answer the user’s | base to complete the goal, or simply answer the user’s
request. Do not provide multiple choice for the user to | request. Do not provide multiple choice for the user to
choose, just recommend one, and generate nothing other | choose, just recommend one, and generate nothing other
than the SYSTEM reply. Use the following knowledge | than the SYSTEM reply. Use the following knowledge
base to interact with the user and perform {TASK}: base to interact with the user and perform restaurant

booking:
{DATABASE}
name: ..., address: ..., food: ...,
{DIALOGUE_CONTEXT} name: ..., address:..., food: ...,
SYSTEM:
USER: Hi, any indian restaurants here?
SYSTEM: Yes, we have Indian Express in the intermedi-
ate pricerange, would you want to know more?
USER: Do you have any restaurant in the cheap
pricerange?
SYSTEM:

Proxy BS Suppose you have access to a database with all necessary | Suppose you have access to a database with all necessary
INFORMATION, what do you need to query to the | INFORMATION, what do you need to query to the
database in order to reply to the user in the following | database in order to reply to the user in the following
conversation? conversation?

INFORMATION: {SLOTS} INFORMATION: address, area, name, phone, postcode,
pricerange, entrance fee, food, internet, parking, stars
You can follow these examples: {EXAMPLES}
You can follow these examples:
{DIALOGUE_CONTEXT} USER: I need fruits.
Need: SYSTEM: Do you have any preferences?
USER: Yes, apples if possible. How expensive are they?
Need: Information about pricerange for apple
USER: Hi, any indian restaurants here?
SYSTEM: Yes, we have Indian Express in the intermedi-
ate pricerange, would you want to know more?
USER: Do you have any restaurant in the cheap
pricerange?
Need:

Initial KB | If there are multiple options fitting this criteria, pick a | If there are multiple options fitting this criteria, pick a few

Interaction few to propose: {Proxy BS} to propose: Information about cheap indian restaurant

E2E RG In a task-oriented dialogue setting, generate a natural | In a task-oriented dialogue setting, generate a natural

and helpful SYSTEM response to the USER query in the
conversation provided in CONTEXT. You should follow
the information provided in ACT to generate this answer.
Do not mention that you are referring to a dataframe and
don’t overload the user with too many choices. You can
perform {TASK}.

You can follow these examples:
{EXAMPLES}

CONTEXT: {CONTEXT}
ACT: {ACT}
SYSTEM:

and helpful SYSTEM response to the USER query in the
conversation provided in CONTEXT. You should follow
the information provided in ACT to generate this answer.
Do not mention that you are referring to a dataframe and
don’t overload the user with too many choices. You can
perform restaurant booking.

You can follow these examples:

USER: I need a place to fish.

SYSTEM: Any preference in the type of fish?
USER: Preferably salmons, but sardines are also fine.
ACT: Blue Lake, 37th Avenue

SYSTEM: How about in blue lake, 37th avenue?

CONTEXT:

USER: Hi, any indian restaurants here?

SYSTEM: Yes, we have Indian Express in the intermedi-
ate pricerange, would you want to know more?

USER: Do you have any restaurant in the cheap
pricerange?

ACT: Royal Naan

SYSTEM:
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Table A5: Templates and samples for the prompt used in the RG,4ive, Proxy BS, initial KB interaction and E2E

RG settings.



