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Abstract

Given a document in a source language, cross-
lingual summarization (CLS) aims to gener-
ate a summary in a different target language.
Recently, the emergence of Large Language
Models (LLMs), such as GPT-3.5, ChatGPT
and GPT-4, has attracted wide attention from
the computational linguistics community. How-
ever, it is not yet known the performance of
LLMs on CLS. In this report, we empirically
use various prompts to guide LLMs to perform
zero-shot CLS from different paradigms (i.e.,
end-to-end and pipeline), and provide a prelim-
inary evaluation on the generated summaries.
We find that ChatGPT and GPT-4 originally pre-
fer to produce lengthy summaries with detailed
information. These two LLMs can further bal-
ance informativeness and conciseness with the
help of an interactive prompt, significantly im-
proving their CLS performance. Experimental
results on three widely-used CLS datasets show
that GPT-4 achieves state-of-the-art zero-shot
CLS performance, and performs competitively
compared with the fine-tuned mBART-50.

Moreover, we also find some multi-lingual and
bilingual LLMs (i.e., BLOOMZ, ChatGLM-
6B, Vicuna-13B and ChatYuan) have limited
zero-shot CLS ability. Due to the composite na-
ture of CLS, which requires models to perform
summarization and translation simultaneously,
accomplishing this task in a zero-shot manner
is even a challenge for LLMs. Therefore, we
sincerely hope and recommend future LLM re-
search could use CLS as a testbed.

1 Introduction

Cross-Lingual Summarization (CLS) aims to pro-
vide a target-language (e.g., Chinese) summary for
a lengthy document in a different source language
(e.g., English) (Leuski et al., 2003; Wan et al., 2010;
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Please summarize the following text in Chinese:

Author JK Rowling announced the series will also be available as audiobooks through
a new website, Pottermore. The interactive website will also feature new material
which Rowling says she has been "hoarding for years". "This is such a great way to
give something back to the fans who made Harry Potter such a huge success," the
author said. The Harry Potter novels have sold more than 450 million copies through
Bloomsbury in Britain, and Scholastic in the United States. However the e-books -
which will be available in several languages - will be published through Rowling's
Pottermore Publishing, rather than her print publishers which do not own the digital
rights. ‘New stuff' Pottermore will go live on 31 July - Harry Potter's birthday. Rowling
told the BBC that the new material was being released online, rather than in a new
book, because she did not have "a new story". "Most of this writing is material |
generated while | was writing the books initially," she said. "It's background, and lots
of details that didn't make it into the book. "Some of it is new stuff in response to
things fans have asked me over the years." The site, which Rowling said she had been
working on for two years, promises to immerse users in the boy wizard's world,
offering opportunities for computer gaming, social networking and an online store.
Sections let users shop for wands in Diagon Alley, travel to Hogwarts from the
imaginary platform at London's King's Cross train station and be sorted into
Hogwarts' school houses using the Sorting Hat. One million users will initially be
chosen to help develop the online world, before it is open to all users from October.
Rowling told reporters at the London Pottermore launch she had no intention of
writing an eighth Harry Potter book. “I do have closure with Harry. I'm pretty sure I'm
done on the novel front, but it was fun while it lasted," she said.
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Figure 1: An example of zero-shot CLS via ChatGPT.

Yao et al., 2015; Zhu et al., 2019, 2020; Ladhak
et al., 2020; Perez-Beltrachini and Lapata, 2021;
Bai et al., 2021a; Liang et al., 2022b; Feng et al.,
2022; Hasan et al., 2021; Wang et al., 2022a,b;
Liang et al., 2022a; Liu et al., 2022; Zheng et al.,
2022; Aumiller et al., 2022). This task could help
people quickly capture their interests from foreign
documents.

In recent years, a number of powerful multi-
lingual pre-trained generative models have been
proposed one after another, such as mBART (Liu
et al., 2020), mBART-50 (Tang et al., 2021),
mT5 (Xue et al., 2021) and BLOOM (Scao et al.,
2022). The parameters in these models have grad-
ually increased from million levels (e.g., 580M in
mT5-base and 610M in mBART-Large) to billion
levels (e.g., 3.7B in mT5-XL, 13B in mT5-XXL
and 176B in BLOOM)), facilitating various research
topics (e.g., machine translation and CLS) in the
multi-lingual world. Besides, large language mod-
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els (LLMs) have been key to strong performance
when transferring to new tasks by simply condi-
tioning on a few input-label pairs (in-context learn-
ing) (Dong et al., 2022; Min et al., 2022) or short
sentences describing crucial reasoning steps (chain-
of-thoughts) (Fu et al., 2022; Zhang et al., 2022).

More recently, ChatGPT and GPT-4 (OpenAl,
2023) have attracted great attention from both the
research communities and industries. Similar to
InstructGPT (Ouyang et al., 2022), ChatGPT is
created by fine-tuning a GPT-3.5 series model
via reinforcement learning from human feedback
(RLHF) (Christiano et al., 2017). GPT-4, as a multi-
modal LLM that can accept image and text inputs
and produce text outputs, exhibits human-level per-
formance on various benchmark datasets (OpenAl,
2023). With the emergence of ChatGPT and GPT-
4, there is growing interest in leveraging LLMs
for various NLP tasks (Qin et al., 2023; Jiao et al.,
2023; Bang et al., 2023; Yang et al., 2023; Zhong
et al., 2023; Wang et al., 2023; Bubeck et al., 2023;
Tan et al., 2023; Peng et al., 2023; Liu et al., 2023;
Yong et al., 2023). Nevertheless, the exploration of
LLMs on CLS is still lacking.

In this report, we present a preliminary evalu-
ation of LLMs’ zero-shot CLS performance, in-
cluding GPT-3.5, ChatGPT, GPT-4, BLOOMZ,
ChatGLM-6B, Vicuna-13B and ChatYuan. In de-
tail, we design various prompts to guide LLMs to
perform CLS in an end-to-end manner with or with-
out chain-of-thoughts (CoT). Figure 1 gives an ex-
ample of prompting ChatGPT to perform zero-shot
CLS. To further exploit the interaction capability
of conversational LLMs (e.g., ChatGPT and GPT-
4), we leverage an interactive prompt to let them
produce more concise summaries. Moreover, to
provide a deeper analysis of LLMs’ zero-shot CLS
performance, we compare them with fine-tuned
mBART-50 (Tang et al., 2021) which has shown
its superiority in many previous CLS works (Wang
et al., 2022a; Feng et al., 2022; Perez-Beltrachini
and Lapata, 2021). Experimental results on three
CLS datasets, covering three domains (news, how-
to guide and dialogue) and two cross-lingual di-
rections (En=-Zh and En=-De)!, show that GPT-
4 achieves the best zero-shot performance but is
still worse than the fine-tuned mBART-50 model
in terms of ROUGE scores and BERTScore. We

'Since a CLS dataset might contain multiple source and tar-
get languages, we use “X=-Y” to indicate the source language
and target language are X and Y, respectively. En: English;
Zh: Chinese; De: German.

also conduct case studies to show that ChatGPT

and GPT-4 could absorb the core idea of the given

source-language documents and generate fluent and
concise target-language summaries.

In addition, we find that the current open-source
LLMs (i.e., BLOOMZ, ChatGLM-6B, Vicuna-13B
and ChatYuan) achieve limited zero-shot CLS per-
formance, which is significantly worse than that of
GPT-4. This leads us to conclude that the compos-
ite end-to-end CLS prompts are difficult for them
to follow, and there is still a challenge for LLMs
to perform zero-shot CLS in an end-to-end manner
which requires simultaneously carrying out transla-
tion and summarization. Based on the finding, we
suggest that future multi-lingual or bilingual LLM
research uses CLS as a testbed to evaluate LLMs’
capabilities to follow composite instructions as well
as combine their different abilities.

Our main contributions are concluded as follows:
* To the best of our knowledge, we are the first to

explore the zero-shot CLS performance of LLM:s.

To achieve that, we design various prompts to

guide LL.Ms to perform CLS in an end-to-end

manner with or without chain-of-thoughts.

» Experimental results on three widely-used CLS
benchmark datasets, covering various domains
and languages, show several LLMs (especially
ChatGPT and GPT-4) achieve competitive results
compared with the strong fine-tuned baseline.

* We also find the current open-source LLMs gener-
ally achieve limited zero-shot CLS performance,
making us think CLS could be used as a testbed
for future LLM research due to its challenges.

2 Methodology

2.1 Cross-Lingual Summarization Prompts

We heuristically design 3 prompts to guide LLMs
to perform zero-shot CLS in an end-to-end manner,
which is shown as follows with an example from
an English document to a Chinese summary:

e The direct (Dir) prompt guides LLMs straightfor-
wardly output the corresponding target-language
summary without chain-of-thoughts (CoT):

Please summarize the
following text in
Chinese: [English Doc]

where [English Doc] indicates a given En-
glish document.

* The translate-then-summarize (TS) CoT prompt



Please summarize the following text in Chinese: Annie:
Are you going to be at school? Christine: Not tomorrow. |
am not well. Annie: Oh noes! What happened? Christine:
Got the flu, | think. Annie: what's your temperature?
Christine: Not high, I'm not running a fever or anything
Annie: Are you eating ok? Christine: Yeah. Just blocked
nose, sore throat. Tired. Annie: Sounds like you've got a
cold. You need anything? Christine: | could do with some
Theraflu. Annie: OK, I think we've still got some sachets,
should be in date. I'll drop them through your letterbox
later on. Christine: Yeah. Don't call in because I'll feel bad
if you catch this cold off me. Annie: | think | probably had
it already, but you might be sleeping. Christine: If the light
in my room is on, call if you want.

ZRMEEITRENRS ZER, EEITELAEY
REATER, Tok, REAFEE, BoskEITT
RATHE, BRRREH, REFLEZARENE, R
R ERAVKEHTARRRBET, ARRFRE
EATHE, EERTRT AR LT RN, %R
ARRRE, REITERLRFERAN, HAMT
AfERAE, EEAEETHK, TURKN.

TRET AR,

Please make the Chinese summary shorter.

ZRFEESTREEVRZER, XREMTHRE T4
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Please make the Chinese summary shorter.

MEHR T &%ﬁﬁi#ﬂ'&ﬂkk% HAXEH
ERA R

Please first translate the following text to Chinese and then
summarize the translated text in Chinese: Annie: Are you
going to be at school? Christine: Not tomorrow. I am not
well. Annie: Oh noes! What happened? Christine: Got the
flu, I think. Annie: what's your temperature? Christine:
Not high, I'm not running a fever or anything Annie: Are
you eating ok? Christine: Yeah. Just blocked nose, sore
throat. Tired. Annie: Sounds like you've got a cold. You
need anything? Christine: I could do with some Theraflu.
Annie: OK, I think we've still got some sachets, should be
in date. I'l drop them through your letterbox later on.
Christine: Yeah. Don't call in because I'll feel bad if you
catch this cold off me. Annie: T think I probably had it
already, but you might be sleeping. Christine: If the light
in my room is on, call if you want.

Please first summarize the following text and then translate
the summary to Chinese: Annie: Are you going to be at
school? Christine: Not tomorrow. I am not well. Annie: Oh
noes! What happened? Christine: Got the flu, I think. Annie:
what's your temperature? Christine: Not high, I'm not
running a fever or anything Annie: Are you eating ok?
Christine: Yeah. Just blocked nose, sore throat. Tired. Annie:
Sounds like you've got a cold. You need anything? Christine:
I could do with some Theraflu. Annie: OK, I think we've
still got some sachets, should be in date. I'll drop them
through your letterbox later on. Christine: Yeah. Don't call
in because I'll feel bad if you catch this cold off me. Annie: T
think I probably had it already, but you might be sleeping.
Christine: If the light in my room is on, call if you want.

onversation about
that she might

Annie and Christine are having

AnniefChristine?E 3 i Christine#y f §e FI .,
Christine & Y @R R, BXF2%L¥, Annie
[F] T Christiney R, 3 fTheraflu, Christined§
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Please make the Chinese summary shorter.

AnnieF]Christine ® F &% ¥4, Christine H# #&.

R, BEEREBERY, EFERY. TRT RS, HFEOER, TEHT Annie[|Christinefy 2R, RE&H, EFLHWEY
*#Efﬂ#%ﬁ'ilﬂﬁﬁ‘ HOERAE .
(a) Dir+Inta (b) TS+Inta (c) ST+Inta

Figure 2: An illustration of all prompts used to guide LLMs to perform zero CLS (take ChatGPT as an example).

makes LLMs first translate the given document
from the source language to the target language,
and then summarize the translated document to
perform CLS:

Please first translate
the following text

to Chinese and then
summarize the translated
text in Chinese:
[English Doc]

* The summarize-then-translate (ST) CoT prompt
lets LLMs first summarize the given document
and then translate the output summary to the tar-
get language:

Please first summarize
the following text

and then translate the
summary to Chinese:
[English Doc]

Note that though the TS and ST CoT prompts
guide LLMs to perform CLS step by step, the be-
haviors are end-to-end since the target-language
summaries are generated within a single turn.

To further exploit the potentiality of conversa-
tional LLMs, inspired by Bang et al. (2023), after
prompting with Dir, TS or ST prompt, we adopt an
interactive (Inta) prompt to make the preliminarily
generated summary more concise:

Please make the Chinese
summary shorter.
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and the whole process is denoted as “Dir+Inta”,
“TS+Inta” or “ST+Inta”.

2.2 Large Language Models

We explore the CLS ability of the following LLM:s:

* Davinci-003 is the most advanced GPT-3.5
model with 175B parameters. We evaluate its
performance by requesting the official API pro-
vided by OpenAl with default settings.”

ChatGPT is created by fine-tuning a GPT-3.5
series model via reinforcement learning from hu-
man feedback (RLHF) (Christiano et al., 2017).
We conduct experiments on the ChatGPT plat-
form? between February 17 to February 19, 2023.

GPT-4, as a multi-modal LLM that can accept
image and text inputs and produce text outputs,
exhibits human-level performance on various
benchmark datasets (OpenAl, 2023). We assess
GPT-4 on the ChatGPT platform between March
15 to March 19, 2023.

BLOOMZ (Muennighoff et al., 2022) is an open-
source multi-lingual LLM with 176B parameters.
The model supports 59 languages, and is created
by fine-tuning BLOOM (Scao et al., 2022) on an
instruction corpus (i.e., XP3).

ChatGLM-6B* is an open-source bilingual (i.e.,
Chinese and English) language model based on
General Language Model (GLM) framework (Du

https://platform.openai.com/docs/
models/gpt-3-5

*https://chat.openai.com/

*https://github.com/THUDM/ChatGLM- 6B



Dataset Src Lang. Trg Lang. Domain Example Doc. Length  Sum. Length
CrossSum English Chinese News 3981 /497 /50 out of 497 814.2 35.6
e . Chinese . 13211/ 1886/ 50 out of 3775 538.6 53.2
Wikilingua - English = oy Howtoguide 40639 /5833 /50 out of 11669 526.1 63.4
. Chinese . 14732 / 818 / 50 out of 819 140.1 27.6
XSAMSum  English 5 1,y Dialogue 14732 /818 /50 out of 819 140.1 317

Table 1: Statistics of CLS datasets used in experiments. “Src Lang.” and “Trg Lang” denote the source and the target
languages. “Doc. Length” and “Sum. Length” show the average length of source documents and target summaries
(token level). “Example” lists the number of samples in each dataset w.r.t training, validation and test sets.

etal., 2022). The model suffers from both instruc-
tion tuning and RLHF.

* Vicuna-13B’ is an open-source LLM created by
fine-tuning LLaMA (Touvron et al., 2023) on
user-shared conversations collected from Chat-
GPT. We evaluate the model via its demo plat-
form® between March 31 to April 2, 2023.

+ ChatYuan’ is an open-source bilingual (i.e., Chi-
nese and English) LLM with 7.7B parameters.
The training process of this model includes in-
struction tuning and RLHF.

Among the above LLMs, ChatGPT, GPT-4,
ChatGLM-6B, Vicuna-13B and ChatYuan are
conversational LLMs while Davinci-003 and
BLOOMZ are not. When evaluating their zero-shot
CLS performance, we only equip conversational
LLMs with the interactive prompt.

3 Experiments

3.1 Experimental Setup

Datasets. We evaluate LLMs on the following
three CLS datasets: CrossSum (En=-Zh) (Hasan
et al., 2021), WikiLingua (En=-Zh/De) (Ladhak
et al., 2020) and XSAMSum (En=-Zh/De) (Wang
et al., 2022a). CrossSum is collected from BBC
news website, it contains 3,981 English news re-
ports paired with Chinese summaries. WikiLingua
involves 18,887 English how-to guides paired with
Chinese summaries, and 58,375 English how-to
guides paired with German summaries. Note that
both CrossSum and WikiLingua also provide CLS
samples in other cross-lingual directions, and we
only utilize En=-7Zh or (and) En=De samples in
this work. XSAMSum contains 16,369 English
dialogues paired with both Chinese and German
summaries. The detailed statistics of these datasets
Shttps://vicuna.lmsys.org/

®https://chat.lmsys.org/
"https://github.com/clue-ai/ChatYuan
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are listed in Table 1. Since ChatGPT, GPT-4 and
Vicuna-13B can only be interacted with manually
when we conduct experiments, evaluating their per-
formance is time-consuming. Thus, we randomly
sample 50 documents from the test set of each CLS
dataset for evaluation.

Metrics. We adopt ROUGE-1/2/L (R-1/2/L) (Lin,
2004) and BERTScore (B-S) (Zhang et al., 2020) in
our experiments. The ROUGE scores measure the
lexical overlap between the generated summaries
and corresponding references based on the uni-
gram, bigram and longest common subsequence,
while the BERTScore measures the semantic sim-
ilarity. For ROUGE scores, we use multi-lingual
rouge8 toolkit. For BERTScore, we use bert-score®
toolkit, and the score is calculated based on bert-
base-multilingual-cased'® model.

Baselines. We also compare zero-shot LLMs with
fine-tuned mBART-50 (Tang et al., 2021) to provide
a deeper analysis. mBART-50 is a multi-lingual ver-
sion of BART (Lewis et al., 2020) with the vanilla
transformer encoder-decoder architecture (Vaswani
et al., 2017). This model has been pre-trained on
large-scale multi-lingual unlabeled corpora with
BART-like denoising objectives.

3.2 Implementation Details

For ChatGPT, GPT-4 and Vicuna-13B, we manu-
ally evaluate their results via the corresponding plat-
form and demo websites. Among them, the demo
website of Vicuna-13B cannot support the long in-
put sequences, and it will automatically truncate the
long sequences, thus we only evaluate Vicuna-13B
on XSAMSum (En=-Zh/De). For Davinci-003, we
use the official API with default settings.

$https://github.com/csebuetnlp/x1l-sum/
tree/master/multilingual_rouge_scoring

*https://github.com/Tiiiger/bert_score

Yhttps://huggingface.co/
bert-base-multilingual-cased



Model CrossSum (En=-Zh) WikiLingua (En=-Zh) WikiLingua (En=>De) XSAMSum (En=-Zh) XSAMSum (En=-De)
R-1 R2 RL BS R1 R2 RL BS RI1 R2 RL BS R1 R2 RL B-S R1 R2 RL B-S
mBART-50 26.1 74 221 654 321 104 268 685 268 7.7 205 625 406 144 339 745 424 189 354 737
ChatYuan-7.7B (Dir) 03 00 03 517 41 12 26 544 - - - 08 03 07 485 - -
ChatYuan-7.7B (Dir+Inta) 0.2 0.0 02 520 47 1.6 34 516 - - - 03 01 03 470 - -
ChatYuan-7.7B (TS) 04 00 04 466 82 27 54 560 - - - 113 42 87 495 - -
ChatYuan-7.7B (TS+Inta) 2.0 0.5 14 469 69 21 43 534 - - - 95 32 69 3523 - -
ChatYuan-7.7B (ST) 05 00 04 496 69 21 42 56.1 - - - 75 25 55 496 - -
ChatYuan-7.7B (ST+Inta) 1.2 04 09 497 73 23 46 555 - - - 60 20 39 485 - -
ChatGLM-6B (Dir) 57 23 24 539 145 53 99 595 - - - 204 9.1 153 588 - -
ChatGLM-6B (Dir+Inta) 79 24 53 556 146 51 95 59.1 - - - 180 80 140 595 - -
ChatGLM-6B (TS) 84 29 48 541 146 53 98 597 - 215 9.6 166 579 - -
ChatGLM-6B (TS+Inta) 96 30 61 552 149 51 94 59.1 - - - 187 81 150 586 - -
ChatGLM-6B (ST) 58 1.8 3.6 532 156 55 102 599 - 19.8 83 147 58.1 - -
ChatGLM-6B (ST+Inta) 22 06 1.7 538 98 33 61 570 - - - 127 51 99 568 - - - -
Vicuna-13B (Dir) - - - - - - - - - - - 195 72 145 60.1 225 49 176 585
Vicuna-13B (Dir+Inta) - - - - - - - - - - - 241 97 189 630 287 78 220 60.5
Vicuna-13B (TS) - - - - - - - - - - - 183 7.1 146 616 250 59 182 594
Vicuna-13B (TS+Inta) - - - - - - - - - - - 220 79 174 643 317 89 242 612
Vicuna-13B (ST) - - - - - - - - - - - 175 6.1 136 596 273 68 204 593
Vicuna-13B (ST+Inta) - - - - - - - - - - - 198 74 154 622 316 94 241 619
BLOOMZ-176B (Dir) 07 01 07 292 03 00 02 89 00 00 00 33 214 112 178 653 130 12 119 562
BLOOMZ-176B (TS) 21 13 16 215 04 00 03 56 00 00 00 50 304 150 252 648 125 0.7 114 544
BLOOMZ-176B (ST) 30 1.2 24 338 03 00 02 90 00 00 00 33 281 134 234 663 138 13 128 548
Davinci-003 (Dir) 187 36 147 602 236 38 178 609 188 26 122 60.7 244 80 207 634 355 124 273 624
Davinci-003 (TS) 229 89 135 596 237 82 151 61.0 169 2.0 109 592 333 17.1 266 647 347 115 261 620
Davinci-003 (ST) 262 93 169 613 242 84 159 612 198 28 13.1 604 34.1 182 264 68.1 357 11.7 269 63.0
ChatGPT (Dir) 142 33 103 603 209 56 155 627 169 21 107 60.1 213 55 17.1 635 320 103 245 614
ChatGPT (Dir+Inta) 221 3.8 156 61.8 284 65 221 645 224 28 147 613 272 69 229 675 396 160 314 643
ChatGPT (TS) 158 33 119 609 248 54 191 629 194 24 126 600 260 73 212 664 332 9.6 253 6l1.1
ChatGPT (TS+Inta) 226 4.1 169 627 26.1 53 197 637 216 24 151 60.8 274 67 224 67.1 394 135 294 633
ChatGPT (ST) 165 38 120 608 272 73 203 643 213 35 144 609 268 7.7 213 667 317 88 235 60.8
ChatGPT (ST+Inta) 21,6 35 155 61.7 301 8.1 224 649 214 3.1 154 606 314 115 281 701 359 132 290 628
GPT-4 (Dir) 137 37 101 59.7 231 9.1 155 635 204 33 138 622 245 7.1 195 66.1 347 134 253 61.7
GPT-4 (Dir+Inta) 203 44 141 619 304 11.7 209 657 248 39 170 635 313 73 265 70.7 40.5 134 308 642
GPT-4 (TS) 194 36 143 609 285 114 182 642 231 38 163 627 347 125 285 71.0 389 119 290 633
GPT-4 (TS+Inta) 227 43 161 622 292 12,6 203 649 236 39 173 629 308 65 256 709 39.1 135 32.6 641
GPT-4 (ST) 190 43 141 61.7 302 122 195 642 234 38 164 630 321 107 264 70.7 386 123 295 632
GPT-4 (ST+Inta) 226 49 168 631 305 119 213 652 231 42 174 627 292 82 254 714 390 115 312 637

Table 2: Experimental results on CrossSum, WikiLingua and XSAMSum.

Pink denotes the fine-tuned baseline.

Light blue and blue denote the zero-shot performance of open-source and non-open-source LLMs, respectively.

Green indicates the zero-shot result is better than that of the fine-tuned baseline. “-”” denotes the model cannot be

evaluated in the corresponding dataset.

For BLOOMZ, ChatGLM-6B and ChatYuan, we
download the corresponding checkpoints and eval-
uate their performances following the officially re-
leased codes. The 176B BLOOMZ makes use of
5*80G GPUs to load with FP16 precision. We use
a sampling decoding strategy and set the temper-
ature to 0.7. We only evaluate ChatGLM-6B and
ChatYuan on En=-7h cross-lingual direction due
to their bilingualism (i.e., Chinese and English).

For mBART-50 baseline, inspired by Feng
et al. (2022) and Wang et al. (2022a), we employ
mBART-large—-50-many—-to-many-mmt
model'! via the implementation of Huggingface
Transformers (Wolf et al., 2020). This model is
fine-tuned with 4 batch size, Se-6 learning rate and
10 epochs on each CLS dataset.

"https://huggingface.co/facebook/
mbart-large-50-many-to-many—-mmt

3.3 Main Results

Table 2 lists the experimental results. As we can
see, Davinci-003, ChatGPT and GPT-4 achieve
competitive results with the fine-tuned mBART-50.

The Effect of Each CLS Prompt. Among three
end-to-end prompts (i.e., Dir, ST and TS), the CoT
prompts lead to better performance than the di-
rect prompt, indicating the effectiveness of CoT. It
also indicates that it is still challenging for a single
model to directly perform CLS without giving any
crucial or helpful instructions.

The Effect of Interactive Prompt. Further, with
the help of the interactive prompt, the performance
of ChatGPT and GPT-4 significantly improve and
even outperform mBART-50 in several automatic
metrics. As shown in Table 3, more concise sum-
maries can be generated after inputting the interac-
tive prompt, e.g., 183.7 tokens generated by Chat-
GPT (Dir) on CrossSum, while the counterpart
of ChatGPT (Dir+Inta) is 66.4 tokens. Figure 3
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English Dialogue

Generated Summaries

Boris: Due to the number of PTO requests this week,
we had to decide who will be allowed to take off
based on seniority.
Sarah: I understand.
Boris: Unfortunately, you are too low on the totem
pole and we will have to deny your request.
Sarah: Oh, that's too bad! Is there any compromise? I
really wanted to have some time with my family.
Boris: I can give you first choice of dates the week
after, but that's the best I can do.

rah: What if someone cancels?
Boris: That is a rare, but yes, I will come to you first.
Sarah: Thank you.

ChatGPT (Dir): Borisi# nSarahth THBIERK A S, NS LELEEHREEAZET UKE. b TSarah KA %8, A7
TR Lt iy i K. Sdrah*g%uizgitwm%i& Boris& i % # T~ B 4 —#0 7T DLIE #F9 FL 3, (02 BT fE MBS R4 %2
#o Sarah[d 40 R4 ABUSBIAE 44, BorisiX 2R VWK, ERHELE, talhshilfoSarah. &5, Sarahti & T iF
B EH, BorisFl &7, HAIMAHEG MBI FRAMI. {(1ZAE 5], SarahRiftBorist 5, Boris #ts B 1y

ChatGPT (Dir+Inta): Sarah 2815 8, {2 F % i A4 B 446 4 . Boris& i % # T B 2 — 1L 3 LAt 6y B4, ﬁ”%ﬁ/\ﬁl?ﬁf?ﬁ?ﬁ'
/\ﬁﬁ?’m@%ﬂ?& FLU’ Sarahf}‘(?{?laﬁxaﬁﬂ Bonsﬂ BT,

, NEREF I RR T URE, SRR R THEL
RETRBET R, BEERANSERMEAEHRET Hik

Eﬁﬂ ’\TX‘ . FEmRT BB

ChatGPT (TS+Inta): /L AR AE 7 RIME, BFFRITHELKBER. RIARASAREAREREAEHE, &
RFBT e OH. A= RM R THREN, HERTEMAM®E.

Chat(l’l(ﬁ'l”éﬁE%aWrﬁﬁ BT HEFEAS, WATRER ARG, BRERE, FRERkTpiE. A,
HERREFTAE T AN EH, wRAATE. FRHARTERN TAMER, HEHFART . wAIURRESELERT
BEIE, R HAL P & TR, PR R AR

s: Again, I'm very sorry. ChatGPT (ST+Inta): [
Sarah: Could you amend my request for the
following week, Monday through Wednesday?

Boris: Certainly. That should be no problem.

Boris: Yes, please come see my assistant at your
carliest convenience.

Sarah: Certainly, no problem.

Boris: Thank you for being so flexible.

Sarah: Sure, I understand we can't all be off. You are
just trying to be fair.

Boris: That's it exactly. Sarah: Thank you again for
explaining it so well.

Boris: My pleasure. Have a nice holiday and enjoy
your time off. Sarah: Thank you!

i

Rt B BT B

FHAR
GPT-4 (

H, hattEF &,

B FARELEER.

b S So A

GPT-4 (TS+Inta): £ B #7 F R Ti#

BHEAS, HEHEEHIERE, &
PR R T ARE, MRS R BE.

GPT-4 (Dir): Borisi #7Sarah & T 1 81 K &k %,
TAE 4 bty K . Sarah8Jni £ FA Z U HI AR M, Boris i 4 # T Bl % —#7T LAk 5 84 B 84,

FEPMA RS B F
GPT-4 (Dir+Inta): Sarah 283 %, 1B % 5 74 B 64 . Boris& i 4 #0 T B % — 7T LAk 8 B, wRAATCHEBE, &
fhoe il Fod. /5, SarahB & T iR H M, BorisFl& T .

GPT-4 (TS): b T A BB EAS, #EHRE R THHAREERE,
PR AREAS, EHARH, Gohes B, fE, WEHEHERH DR EAN TA—EAZ,

Sarah: That's great, at least I'll have a long weekend! | Sarah[s 42 R4 A HUE B & 44, BorisifiX
Boris: Very true. No problems from my side. #, BorisAI&ET,
Sarah: Do I need to initial the change?

1B W £ TARSE R 4 T BB K
BRI S 2 AT O R A

): BT AR R EREAS
EHENH R, REFARFESRAET A EE = hE.

GPT-4 (ST+Inta): & 2 37 B 5 /7 [ BL4E 46 T 05 4 4 PR 18 1 3«
FHFEEFAHNEL.

EHLE PR AR, ESEMRE T RS T A GMANS.
DN EREAE T @R AE T B & T Sarah % 7 1458, AFE
B 2 fth BT B B O T .
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Figure 3: Example dialogue document in XSAMSum and summaries generated by ChatGPT and GPT-4.

also shows an example English document with the
corresponding summaries generated by ChatGPT
and GPT-4 via different prompts. Therefore, the
conversational LLMs prefer to generate lengthy
summaries probably due to the RLHF training pro-
cess, and the interactive prompt further helps them
balance informativeness and conciseness, and sig-
nificantly improves their zero-shot CLS ability.

Best Zero-Shot LLM vs. Fine-Tuned mBART.
GPT-4 achieves state-of-the-art zero-shot CLS per-
formance among all LLMs, justifying its superior-
ity. But the model is still slightly worse than the
fine-tuned mBART-50 in terms of automatic eval-
uation metrics. One possible reason is that zero-
shot LLMs are not aware of the text style of the
golden summaries when performing zero-shot CLS
on each dataset. However, lower automatic scores
do not indicate worse performance. For example,
as discussed by Goyal et al. (2022), the news sum-
maries generated by GPT-3 achieve lower ROUGE
scores than fine-tuned models but higher in human
evaluation. Thus, the comparison between LLMs
and fine-tuned mBART-50 in CLS needs human
evaluation, which we reserve for the future.

Limited Performance of Open-Source LLMs.
For open-source LLMs, i.e., BLOOMZ, ChatGLM-
6B, Vicuna-13B and ChatYuan-7.7B, they per-
form poorly on CrossSum and WikiLingua datasets
whose documents typically contain more lengthy
content than those of XSAMSum. Although they
perform decently on XSAMSum, there is still a
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CrossSum WikiLingua XSAMSum
Method
En=7h En=Zh En=De En=Zh En=De

mBART-50 32.7 46.6 754 223 279
Davinci-003 (Dir) 83.3 78.5 149.1 61.8 62.5
Davinci-003 (TS) 82.1 76.2 148.6 53.4 65.8
Davinci-003 (ST) 44.7 49.1 91.7 43.4 52.1
ChatGPT (Dir) 183.7 176.6 273.5 68.6 75.3
ChatGPT (Dir+Inta) 66.4 50.0 80.7 28.7 425
ChatGPT (TS) 155.1 82.1 149.3 482 60.9
ChatGPT (TS+Inta) 63.4 46.2 70.0 30.3 41.1
ChatGPT (ST) 132.7 94.3 1242 549 68.1
ChatGPT (ST+Inta) 57.8 50.1 71.6 29.3 37.5
GPT-4 (Dir) 227.1 170.5 193.1 70.4 74.4
GPT-4 (Dir+Inta) 102.2 58.7 75.1 30.1 38.3
GPT-4 (TS) 93.9 85.6 114.7 44.1 53.8
GPT-4 (TS+Inta) 56.5 454 66.5 26.3 33.8
GPT-4 (ST) 106.6 87.8 109.5 43.6 53.7
GPT-4 (ST+Inta) 62.7 48.0 65.1 26.7 333

Golden 36.1 50.0 66.8 239 29.6

Table 3: The average length (token level) of the gen-
erated summaries on the test set of each CLS dataset.
Light green indicates the length of golden summaries.

large gap compared to GPT-4. Thus, we conclude
that zero-shot CLS is challenging for LLMs to per-
form due to its composite nature that requires mod-
els to perform summarization and translation si-
multaneously. In this situation, we suggest future
bilingual or multi-lingual LLM research adopt CLS
as a testbed to evaluate the LLMs’ capabilities to
follow composite instructions as well as combine
their different ability.

3.4 LLM-based Evaluation

It is worth noting that conducting human evaluation
on the generated summaries of both LLMs and fine-
tuned models is not trivial since human evaluators



XSAMSum (En=-Zh) XSAMSum (En=-De)
Coherence Relevance Consistency Fluency Coherence Relevance Consistency Fluency
mBART-50 54.0 323 36.6 55.8 54.6 36.0 453 52.1
ChatYuan-7.7B (Dir) 44.6 17.3 403 53.6 - - - -
ChatYuan-7.7B (Dir+Inta) 43.6 21.0 37.3 52.0 - - - -
ChatYuan-7.7B (TS) 41.0 17.0 24.8 48.8 - - - -
ChatYuan-7.7B (TS+Inta) 39.0 15.3 17.3 41.5 - - - -
ChatYuan-7.7B (ST) 47.3 19.6 36.3 54.6 - - - -
ChatYuan-7.7B (ST+Inta) 48.6 15.3 33.0 52.0 - - - -
ChatGLM-6B (Dir) 58.8 31.0 49.0 61.0 - - - -
ChatGLM-6B (Dir+Inta) 60.6 353 55.1 60.8 - - - -
ChatGLM-6B (TS) 52.0 22.0 25.3 54.0 - - - -
ChatGLM-6B (TS+Inta) 55.0 31.6 46.5 58.5 - - - -
ChatGLM-6B (ST) 58.6 27.0 37.3 56.5 - - - -
ChatGLM-6B (ST+Inta) 59.3 34.0 53.1 63.8 - - - -
Vicuna-13B (Dir) 50.3 28.0 39.6 52.8 64.3 53.6 67.1 63.8
Vicuna-13B (Dir+Inta) 55.5 36.0 43.0 56.8 63.8 49.0 62.0 63.6
Vicuna-13B (TS) 57.1 44.6 57.3 56.5 68.3 55.6 69.3 66.5
Vicuna-13B (TS+Inta) 55.1 35.6 49.3 52.1 66.6 56.3 66.3 64.0
Vicuna-13B (ST) 54.6 33.6 46.3 56.6 65.0 54.0 62.8 62.1
Vicuna-13B (ST+Inta) 53.6 37.0 443 55.1 69.5 57.3 67.6 66.3
BLOOMZ-176B (Dir) 535 38.3 44.3 54.3 63.1 51.0 61.0 63.8
BLOOMZ-176B (TS) 52.3 37.0 37.6 53.6 59.3 48.3 61.3 58.8
BLOOMZ-176B (ST) 54.3 37.3 443 55.5 59.5 48.0 60.3 60.3
Davinci-003 (Dir) 60.0 33.0 55.0 59.3 71.3 60.6 76.6 69.5
Davinci-003 (TS) 56.3 26.6 38.6 543 68.5 54.3 68.6 68.3
Davinci-003 (ST) 62.8 46.6 54.0 61.5 68.6 61.6 77.0 70.1
ChatGPT (Dir) 63.1 453 70.0 65.3 74.0 64.0 82.0 71.6
ChatGPT (Dir+Inta) 58.0 45.0 58.0 60.6 68.3 65.3 76.0 69.1
ChatGPT (TS) 63.0 49.6 59.0 62.8 71.5 62.0 77.6 71.8
ChatGPT (TS+Inta) 64.5 49.3 61.3 60.5 70.0 59.0 77.0 69.8
ChatGPT (ST) 64.3 51.6 64.0 62.3 72.3 63.6 77.0 74.0
ChatGPT (ST+Inta) 64.1 51.0 60.6 65.3 69.1 60.3 73.6 67.0
GPT4 (Dir) 64.0 48.6 67.6 67.0 75.3 68.0 83.6 74.5
GPT4 (Dir+Inta) 62.0 50.6 57.3 63.1 70.0 68.6 77.6 70.3
GPT4 (TS) 66.0 55.3 63.3 65.6 73.6 68.6 79.0 72.0
GPT4 (TS+Inta) 62.3 48.6 59.0 63.8 65.1 60.3 69.3 68.3
GPT4 (ST) 63.0 52.6 64.0 62.3 72.8 67.3 80.3 72.3
GPT4 (ST+Inta) 60.6 46.3 56.3 63.5 70.8 62.6 79.0 70.1

Table 4: Evaluation results (judged by ChatGPT) on XSAMSum. Pink denotes the fine-tuned baseline. Light blue

and blue denote the zero-shot performance of open-source and non-open-source LLMs, respectively. “-” denotes
the model cannot be evaluated in the corresponding dataset.

can easily realize which summaries are generated
by LLMs or fine-tuned models. In this manner,
the evaluators may have biases during scoring each
summary. To ensure the fairness of human judg-
ment, Stiennon et al. (2020) only retain the gener-
ated summaries whose length belongs to a certain
range, and then collect human judgment on these
summaries to minimize the potential evaluation
bias caused by summary length. In our scene, the
text styles of LLMs and fine-tuned models are quite
different, which might also lead to bias. Thus, the
human evaluation of comparing zero-shot LLMs
and fine-tuned models on CLS needs more care-
fully designed.

As an alternative to human evaluation, recent
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studies (Liu et al., 2023; Kocmi and Federmann,
2023; Wang et al., 2023) show that the natural
language generation (NLG) results evaluated by
LLMs could achieve better correlations with hu-
mans. Following Wang et al. (2023), we utilize
ChatGPT to score the generated summaries in a
reference-free manner on four aspects, i.e., coher-
ence, relevance, consistency and fluency. An exam-
ple prompt is shown in Figure 4, and please refer
to Wang et al. (2023) for prompts of all aspects.
The instruction of each aspect (marked in purple
in Figure 4) is inspired by SummEval (a widely-
used summarization meta-evaluation benchmark
dataset) (Fabbri et al., 2021). We utilize the official



Score the following dialogue summarization given the
corresponding dialogue with respect to fluency on a
continuous scale from 0 to 100, where a score of zero
means "disfluency" and score of one hundred means
"perfect fluency". Note that fluency measures the quality
of individual sentences, are they well-written and
grammatically correct. Consider the quality of individual
sentences.

Dialogue: [a given dialogue]
Summary: [one generated summary]
Scores:

Figure 4: An example prompt used to guide ChatGPT
to score the summarization results in the aspect of flu-
ency. Purple indicates the detailed instruction of the
corresponding aspect.

APIs provided by OpenAlI'? to conduct the experi-
ments with gpt—3.5-turbo model, and set the
temperature to O to eliminate the randomness of
evaluation results.

Table 4 shows the evaluation results on XSAM-
Sum (En=-Zh/De). As we can see, GPT-4 achieves
the best performance in most aspects, showing its
superiority. Besides, compared with the fine-tuned
mBART-50 baseline, several zero-shot LLMs, in-
cluding ChatGLM-6B, Vicuna-13B, Davinci-003,
ChatGPT and GPT-4, achieve better results in all as-
pects, demonstrating the potentiality of performing
zero-shot CLS via LLMs. For example, ChatGLM-
6B (Dir+Inta) achieves 60.6, 35.3, 55.1 and 60.8
scores in aspects of coherence, relevance, con-
sistency and fluency respectively on XSAMSum
(En=-Zh), while the counterparts of mBART-50
are 54.0, 32.3, 36.6 and 55.8, respectively. For
GPT-4 (Dir), the corresponding scores even reach
64.0, 48.6, 67.6 and 67.0, significantly better than
the fine-tuned mBART-50.

Moreover, while we show the interactive prompt
can improve the performance of zero-shot LLM in
terms of ROUGE scores and BERTScore, we do
not find the same trend in the LLM-based evalua-
tion results. In some cases, the interactive prompt
even leads to worse LLM-based scores. We conjec-
ture that the interactive prompt would force zero-
shot LLMs to reduce the length of the generated
summaries, and the models cannot make a good
trade-off between conciseness and other aspects,
which is also hard for humans.

“https://platform.openai.com/docs/
guides/gpt/chat-completions—api
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4 Related Work

4.1 Cross-Lingual Summarization

Given documents in one language, cross-lingual
summarization (CLS) generates summaries in an-
other language. Early work typically focuses on
pipeline methods (Leuski et al., 2003; Orasan and
Chiorean, 2008; Wan et al., 2010; Wan, 2011; Yao
et al., 2015), i.e., translation and then summariza-
tion or summarization and then translation. Re-
cently, with the availability of large-scale CLS
datasets (Zhu et al., 2019; Ladhak et al., 2020;
Perez-Beltrachini and Lapata, 2021; Wang et al.,
2022a; Zheng et al., 2022), many researchers
shift the research attention to end-to-end CLS
models. According to a comprehensive CLS re-
view (Wang et al., 2022b), the end-to-end mod-
els involve multi-task learning (Cao et al., 2020;
Bai et al., 2021b; Liang et al., 2022b), knowl-
edge distillation (Nguyen and Luu, 2022), resource-
enhanced (Zhu et al., 2020; Jiang et al., 2022)
and pre-training (Xu et al., 2020; Chi et al., 2021)
frameworks. However, none of them explore LLMs
performance on CLS. To our knowledge, we are
the first to explore can LLMs perform zero-shot
CLS and how their results are.

4.2 Large Language Models

Recently, there are growing interest in leveraging
LLMs for various NLP tasks. Bang et al. (2023),
Qin et al. (2023) and Zhong et al. (2023) con-
duct systematic investigations of ChatGPT’s per-
formance on various downstream tasks. Jiao et al.
(2023) and Peng et al. (2023) evaluate ChatGPT on
machine translation. Yong et al. (2023) show that
ChatGPT could generate high-quality code-mixed
text. Tan et al. (2023) explore the performance
of ChatGPT on knowledge-based question answer-
ing (KBQA). Some works (Kocmi and Federmann,
2023; Wang et al., 2023; Liu et al., 2023; Ji et al.,
2023) utilize ChatGPT or GPT-4 as an evaluation
metric to assess task-specific model performance.

5 Conclusion and Future Work

In this technical report, we evaluate the zero-shot
performance of mainstream bilingual and multi-
lingual LLMs on cross-lingual summarization. We
find that Davinci-003, ChatGPT and GPT-4 can
combine the ability to summarize and translate to
perform zero-shot CLS, and achieve competitive
results with the fine-tuned baseline (i.e., mBART-
50). In addition, the current open-source LLMs



(i.e., BLOOMZ, ChatGLM-6B, Vicuna-13B and
ChatYuan) generally show their limited ability to
perform CLS in an end-to-end manner, showing the
challenge of performing zero-shot CLS still exists.

In the future, we would like to unleash the po-
tentiality of LLMs and leverage LLMs to perform
CLS in few-shot learning manners.

Limitations

While we evaluate the performance of LLMs on the
cross-lingual summarization task, there are some
limitations worth noting: (1) We only evaluate the
lower threshold of these models’ CLS performance.
Prompts are important to guide LLMs to perform
specific tasks, and future work could explore bet-
ter prompts to obtain better results. (2) This report
only uses two cross-lingual directions (En=-Zh and
En=-De) in experiments, and all the languages are
considered high-resource languages in the world.
The performance of LLMs on low-resource lan-
guages still needs to be explored. According to Jiao
et al. (2023), the machine translation ability of
ChatGPT is limited on low-resource languages. We
conjecture that the same situation might exist in
CLS. (3) Though the general trend of the evalu-
ation results should be correct, the comparisons
between LLMs are not rigorous due to the decod-
ing strategies of these models are not the same.'?
This is one of the major reasons leading to the lim-
ited soundness of this work. (4) In the future, we
would like to conduct human evaluation to give
more analyses.
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