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Abstract

This paper investigates whether current large
language models exhibit biases in logical rea-
soning, similar to humans. Specifically, we
focus on syllogistic reasoning, a well-studied
form of inference in the cognitive science of
human deduction. To facilitate our analysis, we
introduce a dataset called NeuBAROCO, origi-
nally designed for psychological experiments
that assess human logical abilities in syllogistic
reasoning. The dataset consists of syllogistic
inferences in both English and Japanese. We ex-
amine three types of biases observed in human
syllogistic reasoning: belief biases, conversion
errors, and atmosphere effects. Our findings
demonstrate that current large language models
struggle more with problems involving these
three types of biases.

1 Introduction

Syllogistic inferences and their various variants
have been extensively studied since Prior Analyt-
ics by Aristotle in the 4th century BC. While the
Aristotelean syllogism is a small part of the pred-
icate logic and a limited inference system when
compared to, for example, the formal system of
logical inference rules, there has been recently a
revival movement of Aristotelean syllogism and
its variants, including natural logic (van Benthem,
1986; Sanchez Valencia, 1991; Moss, 2015). This
renewed attention arises from the perspective of
viewing syllogistic inferences as a “natural” infer-
ence rule applicable to our everyday reasoning in
ordinary language.

Not only is there a re-evaluation of the signif-
icance of syllogistic inferences and their variants
in relation to their usefulness in ordinary language,
but they are also considered as a benchmark for var-
ious inference studies in different disciplines. For
example, cognitive psychological studies of logical
inferences (Stenning and Van Lambalgen, 2012),
diagrammatic logical inference studies (Sato and
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Mineshima, 2015), neuroscientific studies of log-
ical inferences (Goel et al., 2000), all draw upon
syllogistic reasoning as a point of reference. On
the other hand, the recent developments of deep-
learning-based Al-tools of natural languages, in
particular, the state-of-the art Large Language Mod-
els (LLMs), including BERT (Devlin et al., 2019)
and GPT (Brown et al., 2020), are remarkable.
These tools hold the potential to be useful for log-
ical inferences. However, there is still a need for
further accumulation of studies on the use of Al
models for logical inferences in natural language.

In this paper, we explore the potential of LLMs
for performing logical inferences, with a specific fo-
cus on using syllogistic inferences as a benchmark.
We present the NeuBAROCO dataset, a new dataset
consisting of syllogistic inferences in both English
and Japanese. The dataset is derived from the ques-
tion collection BAROCO (Shikishima et al., 2009),
which has been used in various studies in Japan to
evaluate human syllogistic reasoning abilities.

The field of cognitive science of human reason-
ing has not yet been fully integrated with the recent
advancements in Al, despite its potential to provide
valuable insights for Al inference research. Con-
sidering the significant attention given to biases in
studies of logical inference within cognitive psy-
chology and cognitive science (Evans, 1989; Evans
et al., 1993), our primary focus lies in assessing
whether LL.Ms exhibit the biases observed in hu-
man logical inferences. We focus on three types of
human biases that have been studied in cognitive
science, namely, belief biases, conversion errors,
and atmosphere effects (see Section 4). We explore
the extent to which currently available LLMs for
natural language inference can effectively address
syllogistic inferences that are susceptible to errors
resulting from these biases.

The contributions of the paper are summarized
as follows.

1. We present the NeuBAROCO dataset, specif-
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ically designed for syllogistic inferences,
which serves as a valuable resource for ex-
amining human-biases in language models.

2. Using this dataset, we evaluate the logical rea-
soning ability of several recent LLMs both for
English and Japanese.

3. Our evaluation reveals that the current LLMs
exhibit significant shortcomings when faced
with problems that are prone to errors result-
ing from the three biases of interest.

The dataset will be made publicly available for
research on human and machine understanding of
logical inferences.

2 Background and Related Work
2.1 Syllogism

A syllogism consists of the following four types of
categorical sentences described as A, E, I, and O.

Type Form Description
A Al SareP Universal affirmative
E NoSareP Universal negative
I Some S are P Particular affirmative
O Some S are not P Particular negative

Table 1: Four types of categorical sentences

Each syllogism is composed of two premises
(P1, P2) and one conclusion (C). Thus, each
type of syllogisms is identified by the types of
three sentences. The following is an example of
EIO-type syllogism (called Ferio in the traditional
mnemonic), which is a valid pattern of syllogism.

P1: No B are C. (E-type)
P2: Some A are B. (I-type)
C: Some A are not C. (O-type)

As outlined in Section 1, syllogisms have been
extensively studied in the fields of logic and psy-
chology. To assess the logical reasoning capabili-
ties of current language models in natural language
inferences, we use a dataset that encompasses vari-
ous types of syllogistic inferences.

2.2 Machine learning and logical inference

In recent years, syllogistic inferences and their vari-
ants have been used to examine the reasoning abil-
ity of machine learning based models for natural
language inferences (NLI).

Richardson et al. (2020) examined the capacities
of NLI models to perform various types of logical

inferences that involve boolean operators, quan-
tifiers, comparatives, conditionals, negation, and
counting expressions. The study utilized synthet-
ically generated data. Their findings indicate that
models fine-tuned with NLI datasets perform well,
suggesting that NLI models enhance their accuracy
when provided with additional datasets as input.
However, due to the artificial nature of the data,
the majority of the inferences in each type of infer-
ences share a similar structure, making it relatively
easy for machine learning algorithms to solve such
similar problems. In contrast, our study utilizes
human-generated data, with a specific emphasis on
inferences that elicit human-like biases. Further-
more, our study focuses on the capacity of LLMs
to solve syllogistic inferences without requiring
fine-tuning with NLI training examples.

Yanaka et al. (2019) examined monotoniticy in-
ferences, those logical inferences that are licensed
by substituting general terms in quantified sen-
tences. A testset for monotonicity inference was
created semi-automatically and then tested on var-
ious language models. One interesting finding is
that all the models performed poorly on a class
of inferences involving negative contexts (the so-
called downward monotone inferences). Mono-
tonicity inferences are structurally simpler than
syllogistic inferences in that they consist of single-
premises; by contrast, syllogisms are composed
of multiple premises. Combination of quantifiers
in syllogisms such as no and some can be more
challenging than monotonicity inferences.

Schlegel et al. (2022) conducted an empirical
study to investigate the detection of formally valid
inference within controlled fragments of natural
language. These fragments were specifically de-
signed to increase the complexity of the satisfiabil-
ity problem. In their study, each fragment consisted
of artifically generated sets of English sentences
that incorporated determiners such as every, some,
no, negation not, and relative clauses, within the
context of a vocabulary comprising count nouns
and transitive verbs. The findings of Schlegel et al.
(2022) indicate that transformer-based language
models fine-tuned with training data tend to exhibit
overfitting to superficial patterns present in the data,
rather than acquiring the logical principles that
govern reasoning within these fragments. In other
words, the models seem to focus on surface-level
features rather than grasping the underlying logical
principles. Furthermore, according to Schlegel et al.



(2022), the ability of neural networks to learn and
solve the various satisfiability problems does not
appear to align with the complexity classes associ-
ated with the elicited fragments. Our study focuses
on a small yet manually controlled dataset, as op-
posed to a large corpus of artificially generated
data. Specifically, we manually annotate problems
that are susceptible to human-like biases with corre-
sponding labels. This approach facilitates meaning-
ful comparisons between the syllogistic inference
capabilities of humans and models.

Closest to our work is Dasgupta et al. (2022),
which reveals that large language models show con-
tent effects (i.e., what we called belief biases) in
syllogism reasoning as well as humans. They intro-
duced new datasets of abstract logical inferences
including syllogisms. Each syllogism is annotated
with the information about whether or not a propo-
sition is consistent with human beliefs and knowl-
edge. They found that when the conclusion of an
inference contradicts reality, the language model
exhibits a strong bias towards classifying the argu-
ment as invalid, regardless of its logical validity.
Our experimental results provide further support
of these findings and demonstrate that similar ef-
fects are observed not only in English but also in
Japanese, a typologically different language from
English. Furthermore, we expand our focus beyond
belief biases to include various types of biases such
as conversion errors and atmosphere effects. We
systematically examine the impact of these biases
on LLMs with the ultimate objective of comparing
the performance of LLMs in logical reasoning to
that of humans.

3 The NeuBAROCO Dataset

3.1 Background: the BAROCO dataset

BAROCO is the collection of logical inference
questions to examine subjects’ ability of logical
inference. The questions of BAROCO are mainly
composed of syllogistic inferences and their vari-
ants. BAROCO has been used in various studies
on human logical inference abilities. BAROCO
was first used for behavioral genetic studies with
the twin method in Shikishima et al. (2006, 2009),
where the genetic factor and the environmental fac-
tor of the logical inference ability were measured.
500 twin pairs (1,000 participants) were asked to
answer 100 questions about a version of BAROCO.
The results were then compared with the subjects’
scores on a standard IQ test that typically did not in-

clude logical inference abilities. Additionally, cor-
relations were explored between logical inference
abilities and decision-making skills in the fields
of behavioral economics and cognitive sociology.
For instance, Shikishima et al. (2015) investigated
the relationship between logical inference abilities
and Allais’s decision-making task, along with other
related studies.

3.2 Data construction

The full version of the original BAROCO dataset
comprises a collection of 209 logical inferences di-
vided into seven sections, each containing different
types of questions. The version of BAROCO called
“BAROCO-ALL” encompasses a total of 200 ques-
tions, which includes the following three sections.
Examples of each section will be presented in Ta-
ble 2.

(1) Abstract syllogism inferences: This section
consists of inferences where the terms used in
the sentences are represented by capital letters
of the alphabet.

(2) Contentual (belief-consistent) syllogistic in-
ferences: In this section, the inferences are
constructed using concrete nouns commonly
used in ordinary language.

(3) Belief-inconsistent syllogistic inferences:
This section introduces inferences where
belief-inconsistent sentences may appear
within the inference itself.

Most questions in BAROCO dataset consist of
two premises and three options for the correct an-
swer. In the original setup, the participants were
asked to choose one logically valid conclusion from
the given options. We transformed each question
into a format commonly used for evaluating NLI
models, where inferences are categorized as en-
tailment, contradiction, or neither (which we call
neutral). In accordance with the format of syllo-
gisms, each inference consists of two premises and
one conclusion. We manually assigned each in-
ference with the approapriate label of entailment,
contradiction, and neutral.

The resulting dataset obtained from this pro-
cess is referred to as NeuBAROCO. In total, there
are 375 inference problems in the NeuBAROCO
dataset, with 122 instances labelled as entailment,
71 instances labelled as contradiction, and 182 in-
stances labelled as neutral.



Type Language | Example

English

P1: All A are B.
P2: All B are C.
C: All A are C.

Symbol

Japanese

P1. T RTD A X B ThH5?
P2: ¥ RTO B X C ThH5
C:ITRTD Al C ThHs

English

Consistent

P1: One friend of Taro is a friend of Paul.
P2: All of Paul’s friends are German.
C: One of Taro’s friends is German.

Japanese

Pl: KEEDOH D EKANIEAR—IVDKNTH 5,
P2: R—=ILDTRTOEKAIEIFATY NTDH 5,
C: KESDBHBENTRAY ANTH B,

English

P1: Some animals are human beings.
P2: All animals are tomatoes.
C: Some humans are tomatoes.

Inconsistent

Japanese

Pl: 58I NHTDH 5,
P2: I RTOEFHYI b~ M TH S,
C:HHANHEE M~ FTH B,

Table 2: Examples of symbolic, consistent, and inconsistent syllogism in the NeuBAROCO dataset. The English
sentences (P1, P2, C) in each example correspond to the respective Japanese sentences. The correct label for all

examples is entailment.

The BAROCO dataset was written in Japanese.
We translated each problem into English using
the DeepL translation tool (https://www.deepl.
com/translator). We manually checked and ad-
justed the wording of each sentence, ensuring that
they conform to the patterns of categorical sen-
tences. We normalized the quantifiers in the En-
glish sentences. We used all or every for universal
quantification in A-type sentences, and some, a
certain, or one of for existential quantification in
I-type and O-type sentences, and no for universal
negative in E-type sentences. To prevent the sen-
tences from being interpreted as generic statements,
we refrained from using the indefinite article a (or
an) for existential quantification. The presence
of the indefinite article can lead to a generic in-
terpretation, such as in the sentence A cat is an
animal. This ensures consistency and clarity in the
translation of the original Japanese sentences into
English.

3.3 Annotation

We annotated each inference problem in the
NeuBAROCO dataset as to what type of inference
it is and whether the sentences appearing in it are
consistent with beliefs.

4

3.3.1 Types of logical inferences

There are two types of inferences in the dataset:
basic syllogisms and extended syllogisms.

Basic syllogisms As explained in Section 2, basic
syllogisms consist of two premises (P1, P2) and
one conclusion (C). We annotate each basic syl-
logism with the types of premises and conclusion.
The following is an example of IAI-type syllogism:

P1: Some A are B. (I-type)
P2: All B are C. (A-type)
C: Some A are C. (I-type)

The first premise is I-type. The second premise is
A-type. The conclusion is I-type. Therefore, the
inference is labeled as TAI

Extended syllogisms Extended syllogisms can
be classified into two types. One is a boolean infer-
ence where conjunction and and or appear between
terms. The following is an example:

P1: All A or B are C.
P2: No C are D.
C: No B are D.

The other is a hypothetical syllogism, one of
whose premises is a conditional sentence of the
form If P then Q. Here, P or Q can be a negated
sentence. The following is an example:
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P1: If Hanako has blood type O,

then Hanako’s daughter has blood type B.

P2: Hanako’s daughter does not have blood type B.
C: Hanako does not have blood type O.

In the dataset, there are 318 basic syllogisms and
57 extended syllogisms.

3.3.2 Belief consistency

We also classify the inferences into three distinct
types based on the types of sentences they con-
tain: symbolic, consistent, and inconsistent. Table
2 shows examples of each type.

Symbolic A symbolic inference is composed of
sentences where all the terms are abstract symbols
(alphabets). For humans, they can be considered to
be neutral with respect to beliefs.

Consistent  An inference is labelled as consistent
if all of the premises and conclusion are consistent
with common-sense beliefs. In the case of the ex-
ample in Table 2, all the sentences, i.e., One friend
of Taro is a friend of Paul, All of Paul’s friends are
German, and One of Taro’s friends is German, can
be interpreted consistent with belief.

Inconsistent An inference is labelled as inconsis-
tent if at least one of of the premises and conclusion
is inconsistent with common-sense beliefs, that is,
it goes against what is commonly believed or ac-
cepted. In the case of the example in Table 2, the
contents of two sentences, Some humans are not
living things and None of the animals are human
are contrary to common sense.

There are 95 instances of symbolic, 167 instances
of consistent, and 102 instances of inconsistent. For
cases where the judgment of belief consistency is
unclear, we classify them as others. We encoun-
tered 11 instances that fell into this category.

4 Human-like Biases

Based on the above classification of the types of
syllogistic inferences and sentences, we examine
three types of human-like biases that can cause
reasoning errors: belief biases, conversion errors,
and atmosphere effects. We annotated information
to each inference in the dataset to make explicit
which inferences are misjudged by these biases.

4.1 Belief biases

Belief bias is one of the most well-known biases
causing inference errors and has been applied to

various types of logical inferences including syllo-
gisms and Wason’s selectional task (Evans, 1989;
Newstead et al., 1992; Evans et al., 1993). It is
widely recognized that people tend to have trouble
in determining whether an inference is valid when
it includes a sentence contrary to common sense.
For example, the inference that is labelled as incon-
sistent in Table 2, repeated here, has inconsistent
sentences P2 and C:

P1: Some animals are human beings.
P2: All animals are tomatoes.
C: Some humans are tomatoes.

Although the correct label for this problem is entail-
ment, the fact that the conclusion C is contrary to
beliefs may lead some to judge it as contradiction
instead of entailment, regardless of its logical valid-
ity. Similarly, in the following example, while P2
is contrary to our beliefs, the conclusion C remains
consistent. Hence, one might judge the inference
as entailment rather than neutral due to the belief-
consistency of the conclusion.

P1: All canines are animals.
P2: All animals are robots.
C: No canine is a robot.

As mentioned in Section 3.3.2, when either one
of the premises or the conclusion is inconsistent
with our beliefs, we assigned the inconsistent label
to the inference. We investigate whether or not NLI
models are influenced by this type of belief biases.

Conversion errors are errors in syllogisms caused
by the incorrect interpretation of terms that appear
in premises. There are at least two types of errors,
called illicit conversion (Wilkins, 1928; Newstead,
1989; Geurts, 2003):

1. The tendency to interpret All A are B as equiv-
alent to All B are A (A-type)

2. The tendency to interpret Some A are not B as
equivalent to Some B are not A (O-type).

Note that All A are B and Some A are not B mean
A C Band AN B # 0, respectively, in the stan-
dard predicate logic!, hence terms A and B are
not convertible. Table 3 shows some examples of
syllogistic inference problems where conversion
eITors cause wrong answer.

'In traditional syllogisms, A-type sentence All A are B
implies that A is not empty. The BAROCO dataset follows this
traditional interpretation (the existential import of universal
expressions) when annotating the gold labels.



Type of syllogisms | Language

Example

English
AAA

P1: All B are A.
P2: All B are C.
C: All A are C.

Japanese

P1. T RTDO BIX A TH53
P2: ¥ RTO B X C ThH5
C:ITRTD Al C ThHs

English

P1: All chimpanzees are animals.
P2: Some animals are not primates.
C: Some primates are not chimpanzees.

AOO

Japanese

Pl: S RCOF o N I=13FHUTH 5.
P2: H5EWYNIEREF TR,
C: HAEEHITF VNI —TH\N,

English

P1: Some ghosts are not students.
P2: All students are humans.
C: Some humans are not ghosts.

OAO

Japanese

Pl: HAWMEZEIZER-ETR,
P2: T RTOEREIZARBTH 5,
C: 55 AMITMETA,

English
EAO

P1: No robot is human.
P2: Every human being is a living organism.
C: A certain living organism is not a robot.

Japanese

P1: YOuiRy b ARBITERL,
P2: T RTOANEIZEYITH 5,
C:HEMDHBEHEDIZERY M TR,

English
All

P1: All humans are animals.
P2: Some robots are animals.
C: Some humans are robots.

Japanese

Pl: $XTOAEIZEYITH 5,
P2: H5uiry MIEWTH B,
C:HAANHFeFRY N TH B,

Table 3: Examples of syllogistic inference problems where conversion errors give wrong answer. The correct label
for all the examples is neutral. The English sentences (P1, P2, C) in each example correspond to the respective

Japanese sentences.

We identified the syllogisms in which the correct
answer is neutral and whose premises contain a sen-
tence of the form All A are B or Some A are not B,
and whose correct answer changes from neutral to
entailment by applying conversion to either one or
both premises. We annotate the conversion label to
this type of problems. In the original dataset, there
are only 10 such problems. Thus we expanded the
dataset by adding more conversion problems that
have the types not included in the original dataset.
We fixed a set of schematic types to be added and
obtained instances of these types by substituting ab-
stract terms with concrete nouns in the dataset. In
total, there are 70 problems to which the conversion
label is assigned in the NeuBAROCO dataset.

4.2 Atmosphere effects

Atmosphere effects are one of the inferential bi-
ases that can be traced back to studies in the
1930s (Woodworth and Sells, 1935; Khemlani and
Johnson-Laird, 2012). It can be interpreted as two
principles (Chater and Oaksford, 1999):

1. The principle of quality: if one or both
premises are negative (E-type or O-type), the
conclusion should be negative; otherwise, it is
positive (A-type or I-type).

2. The principle of quantity: if one or both
premises are particular (I-type or O-type),
then the conclusion will be particular; oth-



Type of syllogisms | Language

Example

English
AOE

P1: All animals are living things.
P2: Some humans are not living things.
C: None of the animals are human.

Japanese

Pl: TR TOEWIIEYTH 5,
P2: H 5 A EYI TR,
C: Co#FEH A TR,

English

P1: A certain police officer is not a public servant.
P2: All human beings are public servants.
C: Some police officer is a human being.

OAI

Japanese

C:H5d

Pl: » 2B EIIAKEE TR,
P2: TRTOABIIAKEETH 5,
BREIIAMTDH 5,

Table 4: Examples of syllogistic inference problems where atmosphere effects can give wrong answer. The correct
label for all the examples is neutral. The English sentences (P1, P2, C) in each example correspond to the respective

Japanese sentences.

erwise, it is universal (A-type or E-type).

Previous psychological experiments based on the
original BAROCO data (for Japanese) have shown
that O-type inference is particularly difficult for
logically untrained human participants (Shikishima
et al., 2009). Thus among various patterns, we fo-
cus on the cases where at least one premise is an
O-type or I-type sentence. We assign the atmo-
sphere label to an inference if its correct answer is
neutral and (1) at least one of the premises is O-
type and the conclusion is either E-type, I-type, or
O-type or (2) at least one of the premises is I-type
and the conclusion is either I-type or O-type.

Table 4 shows some representative examples of
syllogisms satisfying these conditions. In total,
there are 104 problems labelled as atmosphere in
the dataset.

5 Experiments

5.1 Experimental settings

We evaluate syllogistic reasoning ability of deep
neural networks, and in particular state-of-the-art
large language models using our NeuBAROCO
dataset. We evaluate transformer-based pre-trained
language models, RoBERTa (Liu et al., 2019)
and BART (Lewis et al., 2020), both being fine-
tuned with the MultiNLI dataset (Williams et al.,
2018). We use the models available in the
transformers library, roberta-large-mnli and
facebook/bart-large-mnli.> We also evaluate
OpenATI’s GPT-3.5 model, an improved version of

2https://github.com/huggingface/transformers
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GPT-3 (Brown et al., 2020). We use OpenAl’s
ChatGPT API with the GPT-3.5-turbo model.?
Table 5 shows some prompt examples in English
and Japanese. We chose the best one among sev-
eral prompts we tried. When we use a phrase like
logical inference or syllogism instead of inference,
the performance became worse.

To test whether the models show belief biases,
conversion errors, and atmosphere effects, we
tested how well the models can answer correctly to
the problems labelled as inconsistent, conversion,
and atmosphere, and compared the accuracies with
the total average on the NeuBAROCO dataset.

5.2 Results and discussion
5.2.1 Overall results

Table 6 shows the overall accuracy of each model
and the accuracy on each correct label. Table 7
shows the accuracy of the models on basic and
extended syllogisms.

RoBERTa The overall accuracy was low
(34.67%). The accuracy for the contradiction prob-
lems was very high (74.65%), although the accu-
racy of the neutral problems was very low (0.55%).
The accuracy of the entailment problems was be-
tween the two (62.3%). The accuracy on extended
syllogism was higher than basic syllogism (54.39%
and 31.13%).

BART The results on BART shows the same ten-
dency. The overall accuracy was low (35.2%).

3https://platform.openai.com/docs/
model-index-for-researchers
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Carefully evaluate the following inference, and determine whether the premises entail or contradict
the conclusion. Answer with entailment, contradiction, or neither.

Premise 1: Some A are B.

Premise 2: All B are C.

Conclusion: All A are C.

RO ZEREL A FRIMEREERT L, FEITLILEHELLRI WL, [H
2 IFE TELLTHRVL] OWVWINATEZL I,

Hi#E1 : H5AIEBTH 3,

B2 : $RTOBIXCTH 3,

i TRTOAIZCTH 5,

Table 5: Prompt examples in English and Japanese

Language | Models All | Entailment Contradiction Neutral
RoBERTa | 34.67 62.30 74.65 0.55

English BART 35.20 55.74 83.10 2.75
GPT-3.5 | 51.73 79.51 38.03 38.46

Japanese | GPT-3.5 | 48.27 80.33 54.93 24.18

Table 6: Accuracy (%) of the models on all the inference problems and each correct inference label.

Language | Models Basic Extended
RoBERTa | 31.13 54.39

English BART 31.13 57.89
GPT-3.5 51.57 52.63

Japanese GPT-3.5 46.86 56.14

Table 7: Accuracy (%) of the models on basic and extended syllogisms.

Language | Models All Symbol Consistent Inconsistent | Conversion Atmosphere
RoBERTa | 34.67 | 24.21 46.11 22.55 0.0 0.0

English BART 3520 | 34.74 45.51 15.69 1.43 0.96
GPT-3.5 51.73 | 61.05 56.89 31.37 25.71 39.42

Japanese GPT-3.5 48.27 | 55.79 56.29 25.49 21.43 22.12

Table 8: Accuracy (%) of the models on each type of syllogistic inferences and biases.

BART answered correctly in most contradiction
cases, but less in entailment and still less in neutral
(83.1%, 55.74% and 2.75%). The performance on
extended syllogism was better than that on basic
syllogism (57.89% and 31.13%).

GPT-3.5 The overall accuracy was 51.73%. The
accuracy on the entailment problems was very high
(79.51%), while that on the contradiction and neu-
tral problems were low (38.03% and 38.46%). We
found little difference between basic and extended
syllogism (51.57% and 52.63%).

5.2.2 Results on problems concerning biases

Table 8 shows the accuracy of the models on each
type of syllogistic inferences and biases.

Belief biases Among the three types of infer-
ences, symbol, consistent, and inconsistent, the per-
formance on the inconsistent cases was the lowest
in every model. We found a significant difference
among the models on which of the symbol or con-
sistent cases they answered most accurately. GPT-
3.5 performed better in symbol and consistent than
inconsistent (61.05%, 56.89% and 31.37%). For
RoBERTa, the percentage of correct answers to the



consistent cases was higher than in inconsistent and
symbol cases (46.11%, 22.55% and 24.21%). The
percentages of correct responses of BART were, in
order of highest to lowest, consistent, symbol, and
inconsistent (45.51%, 34.74% and 15.69%).
Overall, the results show a tendency that GPT-
3.5 outperforms both RoOBERTa and BART models
in symbolic reasoning. Also, GPT-3.5 performed
equally well on symbol and consistent problems.
This suggests that symbol and consistent are rela-
tively easy to handle in that both types of problems
are not contrary to beliefs. These results contrast
with the results on RoBERTa, which performed al-
most equally on symbol and inconsistent problems.

Conversion error Regarding the conversion
problems, all models exhibit low performance. A
striking difference exists between RoBERTa and
BART, on one hand, and GPT-3.5, on the other.
While RoBERTa and BART hardly answered cor-
rectly (0% and 1.43%), GPT-3.5 performed better,
answering correctly almost a quarter of the cases,
which is about half of the overall average (25.71%).
The results show that all the models performed
poorly on the problems where incorrect responses
are made by conversion errors.

Atmosphere effects We found that the perfor-
mances of the models were notably lower in atmo-
sphere cases. While ROBERTa and BART hardly
provide correct answer to atmosphere cases (0%
and 0.96%), GPT-3.5 performed better (39.42%).

5.2.3 Results on the Japanese GPT model

The results on the Japanese GPT model shows the
strikingly same tendency as the English GPT mod-
els. One notable exception is the performance on
the contradiction problems (see Table 6), where
the Japanese GPT-3.5 model performed better than
the English GPT-3.5 models. By contrast, the per-
formance on atmosphere problems was worse than
that of the English model.

6 Conclusion

In this paper, we investigated syllogistic reasoning
ability of current large language models in focusing
on human-like biases that have been studied in the
context of cognitive science of human reasoning.
The experiments indicated that the state-of-the-art
models fail for problems where errors are caused
by various human-like biases, and that there is large
room for improvement in deductive reasoning ca-
pabilities of large language model.

Among other things, our results on conversion
errors suggest the importance of distinguishing the
problems of interpreting sentences (in particular,
interpreting quantifiers and negation) from the prob-
lem of performing logical inferences. For conver-
sion cases, there is abundant room for discussion on
at which level the models mistook. Further inquiry
into this issue could provide insight into a better
understanding of the behavior of neural models.

There remain many issues to be addressed. First,
although we tested the models with no solved ex-
amples, experiments on few-shot learning will be
insightful. Dasgupta et al. (2022) reported that the
models performed syllogistic reasoning better with
few-shot learning, whether or not the content of
the inferences were consistent with common-sense
beliefs. In addition, we suppose that the perfor-
mances can be different depending on the wording
in instructions. Further research will contribute to
improvement of instructions.

Second, we showed that the models performed
worse in the cases in which humans have troubles
because of some well-known human biases. It is
left for future work to make more detailed compar-
1sons between humans and neutral models, which
is a promising research direction since the origi-
nal BAROCO data on human reasoning ability is
available.

Finally, it is interesting to consider extended
forms of natural logic inferences other than ba-
sic syllogisms, including relational syllogism with
transitive verbs and comparatives and those infer-
ences with generalized quantifiers such as most. It
is left for future work to examine whether the mod-
els show similar biases for such extended syllogism
inferences.
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