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Abstract 

Multiword expressions (MWEs) are 
common word combinations which 
exhibit idiosyncrasies in various linguistic 
levels. For various downstream natural 
language processing applications and 
tasks, the identification and discovery of 
MWEs has been proven to be potentially 
practical and useful, but still challenging 
to codify. In this paper we investigate 
various, relevant to MWE, resources and 
tools for Swedish, and, within a specific 
application scenario, we apply structural 
topic modelling to investigate whether 
there are any interpretative advantages of 
identifying MWEs. 

1 Introduction 

Multiword expressions (MWEs) are common 
word combinations which exhibit idiosyncrasies 
on a variety of lexical, syntactic, semantic, 
pragmatic and/or statistical levels. In this paper 
we investigate the impact of multiword 
expression (MWE) identification as a text 
preprocessing step prior to the application of a 
structural topic modeling (STM) approach 
(Roberts et al., 2019). As a case scenario, for 
investigating the feasibility of this experimental 
set-up, we provide an exploratory comparison of 
the STM analysis on a dataset that contains 
Swedish social medial posts about novel vaccines 
(mRNA, Novavax), with and without the 
identification of MWEs. The aim of this work is 
to answer the following research question: in a 
mixed-method research design can MWE 
identification enhance the interpretability and 
explainability of the generated topics and 
themes?  

We start by applying both available MWE lexical 
resources for Swedish (lexicons and processing 
tools) and standard extraction techniques (e.g., n-
gram collocations) to preprocess the vaccine-
related narratives by keeping one version of the 
dataset intact, i.e., without any MWEs identified. 
Then, we apply STM in the two versions of the 
same dataset, to uncover the most prevalent 
discussion topics. As a methodological step, we 
utilize an exploratory mixed quantitative-
qualitative approach (Ivankova et al., 2016) to 
investigate, compare, discuss, and loosely 
evaluate these topics with respect to the specific 
application scenario at hand (cf. Section 2). The 
motivation behind the application is based on the 
fact that multiword expressions can improve topic 
coherence, which is positively correlated with 
human assessment and readability of topics 
(Aletras & Stevenson, 2013). MWEs can also be 
used to reduce ambiguity, for example, by 
recognizing multiword terms/names as opposed 
to single word tokens could prevent an incorrect 
interpretation in many domains; for instance, 
autoimmun reaction ‘autoimmune reaction’ 
(instead of autoimmun and reaction separately) or 
vitamin D-brist ‘vitamin D deficiency’ (instead of 
vitamin and D-brist separately) (cf. Spasic & 
Button, 2020; Kochmar et al., 2020). 

2 Application scenario: Swedish social 
media data about novel vaccines 

We use vaccine skepticism as the application 
scenario for our case study. Vaccine skepticism 
can be triggered by anxiety about possible side 
effects and concerns related to novel vaccine 
technologies, such as the messenger RNA 
(mRNA) which can be used as a reason for not 
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receiving (the COVID-19) vaccine (Leong et al., 
2022). For instance, the University of Lund study: 
“Intracellular Reverse Transcription of Pfizer 
BioNTech COVID-19 mRNA Vaccine 
BNT162b2 In Vitro in Human Liver Cell Line” 
(Aldén et al., 2022), published on February 2022, 
has been frequently cited since its release, as a 
confirmation for vaccine skepticism and 
hesitancy, highlighting a potential misconception 
that the mRNA vaccine alters the human DNA.  

2.1 Dataset: Swedish social media data on 
novel vaccines and vaccination 

Having the aforementioned study as one of our 
starting points, we extracted Swedish tweets 
downloaded from February 10, 2022 (two weeks 
before the Lund study was published) to 
November 10, 2022 (nine months in total). The 
tweets were collected using the rtweet package 
(v1.1.0), which provides access to the Twitter API 
from R1. The final tweet data set consisted of 
1,870 unique tweets from 858 different users 
(26,000 tokens without punctuation and with stop 
words removed). Furthermore, we extracted 8,900 
unique social media posts (80,000 tokens; again, 
without punctuation and with stop words 
removed), from the popular Swedish forum 
Flashback2. These posts originate from Flashback 
vaccine-related threads published around the 
same period as above. 

Two versions of the whole dataset were 
produced, the first version we name sv-
socialMedia-original (without any labelled 
MWEs) and the second sv-socialMedia-mwe (the 
version with labelled MWEs; cf. 2.2). 

2.2 Swedish MWE resources 

For the MWE exploration in STM we decided to 
use as a preprocessing step any, as far as possible, 
available, Swedish resources for MWE 
annotation. We applied the following resources: 

i. available multiword lists and lexicons 
with multiword entries, such as Swedish 
lexicalized idioms 3  (e.g., vind i seglen 

 
1 The keywords that were used included the pattern: (m-
?[Rr][Nn][Aa]|[Nn]ovavax).* (‘?’ the preceding character is 
optional; ‘|’ disjunction and ‘.*’ ≥ 0 characters following) 
or the hashtags #mRNA / #novavax and lang:sv (Swedish). 
2 https://www.flashback.org/. 
3The lexicalized idioms (ca 4,000) originate from the NEO 
lexicon: https://spraakbanken.gu.se/en/ 
resources/neo-idiom. 

‘wind in your sails’ [i.e., to have success] 
and käppar i hjulet ‘stand in the way’) 
and phrasal verbs, including inflected 
forms4 (e.g., komma ihåg ‘to remember’ 
and bryta ner ‘break down’); 

ii. named entity recognition for Swedish 
(Kokkinakis et al., 2014). Named entities 
that are composed of more than one 
token were kept and marked as a MWE; 
e.g., Robert Malone; Falun Gong and 
Bill Gates foundation); 

iii. function words, mainly adverbs and 
prepositions5 (e.g., till följd av ‘as a result 
of’ and på grund av ‘because of’); 

iv. medical terminology, particularly names 
of symptoms6 from ICD-10, and disease 
names. Technical and medical terms 
usually form non-compositional 
compound terms because of the need for 
specificity. Combining such terms into 
single token compounds may result in 
improved specificity / comprehensibility 
in the topics (cf. Boyd-Graber et al., 
2017). E.g., försämrat immunförsvar 
‘impaired immune system’; 

v. statistically significant n-gram 
collocations 7  (basically bigrams and 
some trigrams) after manual selection of 
the top-400 strongest collocations. For 
instance, some of the highly ranked n-
grams, acquired from the dataset, include: 
kognitiv förmåga ‘cognitive ability’; fertil 
ålder ‘fertile age’; plötsligt hjärtstopp 
‘sudden cardiac arrest’; naturlig 

 
4Collection from various Internet sources e.g., the Swedish 
Wiktionary 
https://sv.wiktionary.org/wiki/Kateg
ori:Svenska/Partikelverb; and the manually 
annotated Swedish verbal MWEs in the 1.2 edition of the 
PARSEME Shared Task, particularly the categories, Verb-
particle constructions (VPC.full) and the inherently 
reflexive verbs (IRV) 
https://lindat.mff.cuni.cz/repositor
y/xmlui/handle/11234/1-3367.  
5https://sv.wiktionary.org/wiki/Appe
ndix:Svenska_flerordiga_prepositione
r. 
6 ICD-10-SE: International Statistical Classification of 
Diseases and Related Health Problems 10th Revision. R00-
R99: Symptoms, signs and abnormal clinical and laboratory 
findings: https://www.socialstyrelsen.se 
/statistik-och-data/klassifikationer 
-och-koder/icd-10/. 
7 Using the R package quanteda (v. 0.9.9-65). 
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immunitet ‘natural immunity’ and 
villkorat godkännande ‘conditional 
authorization’. 

2.3 Data Preprocessing 

Data preprocessing is a critical step in the raw 
text analysis process. Maier et al. (2018) 
emphasize the fact that appropriate preprocessing 
of the text collection is one of the major 
challenges researchers need to tackle for topic 
modeling application to textual data. This 
procedure involves a series of actions to clean and 
normalize text with the goals of removing 
potential noise and consequently obtain a better 
quality of the data and the topics for the dataset 
(cf. Section 2.1). The sv-socialMedia-mwe dataset 
is preprocessed with the annotation of the 
resources described in Section 2.2, in which 
multiword tokens are concatenated by an 
underscore character to a single token for 
uniformity (e.g., Robert_Malone). However, 
before annotation, both versions of the social 
media textual content were normalized. Basically, 
letters were converted from uppercase to 
lowercase; punctuations were stripped off and 
stop-words were removed (for the sv-
socialMedia-mwe stop-words were removed after 
the MWE recognition). 

In addition to the standard stop-words, we 
stripped off the top-10 most frequent and corpus-
specific words, e.g., vaccin ‘vaccine’; vaccinera 
‘to vaccinate’; biverkning ‘side effect’ and 
sjukdom ‘disease’. These are repeated words that 
negatively affect the quality of topic models, 
leaving less representational power for the 
remaining text and, consequently, most likely 
yield less coherent topics (Almgerbi et al., 2021). 
As in other studies (cf. Duraivel & Lavanya, 
2021) we neither stemmed nor lemmatized the 
dataset since stemming can alter the context of 
some of the words important for model building 
and interpretability. Moreover, we didn’t 
lemmatize since we wanted to also investigate 
whether inflection could bring some valuable 
interpretative information. We are aware that this 
is a threshold hard to meet since lemmatization 
can also dilute useful information regarding a 
single concept into several inflected forms. To 
avoid missing out important information, we kept 
the corpus unstemmed and unlemmatized for the 
analysis. The identified MWEs during the 
preprocessing phase are replaced with single 

tokens before running the SMT, which does not 
induce any additional complexity to the models 
used in SMT. The distribution of the MWE types 
(relative frequency) is shown in Figure 1; 
moreover, in absolute values there were 3,926 
bigrams; 628 trigrams and 26 tetragrams in the 
data. 

 

 
Figure 1: Distribution of the relative frequency of 

the MWE types in the dataset. 

3 Related work 

Latent Dirichlet Allocation (LDA) (Blei et al., 
2002), is a popular topic modeling method that 
uses the statistical analysis of textual data to 
identify themes or topics that occur in a 
document collection. Although topic modelling 
can identify the topics contained in text, the 
original bag of words approach used by LDA 
models ignores the order of the words which 
limits the deeper understanding of the content. 
Therefore, during the last years researchers try to 
enhance the various flavors of topic models with 
the addition of n-gram features to improve the 
results and reduce the complexity of the models. 
Particularly, phrase-based topic modeling has 
shown significant improvement, especially on 
short text data (Kherwa & Bansal, 2020; Nokel 
& Loukachevitch, 2016); and  several studies 
acknowledge the fact LDA results can be 
improved when MWE expressions are included 
during processing (Wang et al., 2016; Guarino & 
Santoro 2018; Cheevaprawatdomrong et al., 
2022). 

4 Structural Topic Modeling 

Structural topic model (STM) has emerged as an 
extension to LDA allowing the integration of 
covariates into the prior distributions for 
document-topic compositions and topic-word 
proportions. Thereby, STM can be used to model 
how the content of a collection of documents 
changes as a function of document-level 
covariates such as day and time, and gain 
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insights and understanding on how topics evolve 
(Lebryk 2021). 

We apply STM to automatically detect latent 
topics in the dataset which can be used to 
investigate the nature of these topics reflected in 
the novel vaccine discussions (Scannell et al., 
2021). We use a sequential explanatory mixed 
methods approach which consists of a 
quantitative phase (collection, cleaning, and 
natural language processing of the data), followed 
by a qualitative phase (in-depth analysis of the 
results from the quantitative phase). This type of 
design provides greater analysis depth than either 
singular analysis would (Fetters et al., 2013). 

4.1 STM parameters 

Since there is no “correct” solution for 
determining the optimal number of topics k that 
should be generated during the model selection 
process, several diagnostic aspects of the topic 
modeling were evaluated to decide the number 
of topics, k, to use. The stm package implements 
several evaluation metrics, such as the spread of 
semantic coherence (Mimno et al., 2011) and 
exclusivity, which both capture what humans 
qualitatively perceive as good topics (Roberts, et 
al., 2019). After preprocessing of the data, a 
document-term matrix was created and used for 
modeling, while the best model yielded 6 topics. 
This number was chosen after running multiple 
STM models, ranging from 2 to 40 topics 
(Roberts et al., 2019). We then used a 
combination of quantitative (exclusivity and 
semantic coherence) and qualitative methods to 
decide on the final numbers of topics (Appendix 
A), in order to evaluate the performance of 
structural topic modelling algorithm. The 
semantic coherence score measures the degree of 
semantic similarity between high-scoring words 
in the topic and ranges from –∞ to 0. High 
semantic coherence measurements help 
distinguish between topics that are semantically 
interpretable while low scored topics are usually 
artifacts of statistical inference. Exclusivity 
measures the extent to which the top words for 
each topic do not appear as top words in other 
topics. Exclusivity ranges from 0 to +∞. These 
quantitative metrics measure to what degree 
topics contain many overlapping words, and to 
what degree words that occur in the same topic 
also occur in the same context. For 
simplification reasons during the comparison 
between the two dataset versions, we set the 
number of topics to be the same. Figure 2 shows 

the semantic coherence vs the exclusivity of the 
models (40 topics), while Appendix B shows the 
temporal evolution of the identified topics. 

5 Results and discussion 

We have hypothesized that the identification of 
multiword expressions can provide us with better 
and more targeted insights and enhance the 
interpretability and explainability of the generated 
topics and themes. The characterization of the 
multiword expression types which are recognized 
and applied in this experimental setup follows the 
order given in Section 2.2. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Comparison of the number of topics. 
Semantic coherence vs exclusivity of the generated 
models in the 2 versions of the dataset (top fourty 

topics and bottom six). 
 

We extracted a list of keywords for each topic that 
have the highest association with that certain 
topic. For this association, we base ourselves on 
the FREX (frequency and exclusive) value of 
each word. This value combines the exclusivity of 
each word (meaning that a word occurs more 
often in that topic than in others) while also 
correcting for its overall frequency (Airoldi and 
Bischof 2016). To better understand and label the 
topics and to label them, we also extracted the top 
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30 most representative posts for each topic. 
This qualitative evaluation shows that the 

proposed method provides only slightly better 
performance of SMT on the sv-socialMedia-mwe 
dataset. Moreover, the FREX metric helps us to 
assign intuitive labels to the subject matter. FREX 
is defined as the ratio of word frequency, and 
subject to word-topic exclusivity. Balancing these 
two measurements is important as frequent words 
can often be uninformative, while completely 
exclusive words can be very rare and not 
informative. The FREX example below, for 
instance, taken from the sv-socialMedia-mwe 
version (of topic 2 ‘women’s health issues’), 
illustrates that three of the tokens, among the top 
12, are multiwords: mensrubbning ‘menstrual 
disorder’; polio ‘polio’; missfall ‘miscarriage’; 
fertilitet ‘fertility’; graviditet ‘pregnancy’; 
stelkramp, ‘tetanus‘; klimakteriet ‘menopause’; 
rubbning ‘disturbance’; [gravid_kvinna] 
‘pregnant woman’; menstruation ‘menstruation’; 
[röda_hund] ‘rubella’; and [fertil_ålder] ‘fertile 
age’. 

6 Conclusions and Future Work 

The results suggest that the STM models 
perform only slightly better without MWE than 
with. One reason could be that the vocabulary is 
larger without MWEs included, so the number of 
topics capture more words. Still, the differences 
are quite small, and the comparisons of the 
models based on the two datasets are not 100% 
fair, since the MWE accounts for about 600 
“terms” more and is therefore kind-of another 
dataset altogether as far as the STM is 
concerned. 

Still, there is some indication that MWE 
identification leads to better interpretability of 
the STM, as calculated by the semantic 
coherence, which was higher for the dataset with 
MWEs. Therefore, we could conclude that the 
identification of MWEs can slightly enhance the 
explainability of the generated topics and 
themes, which could lead to a more appropriate 
labeling of the topic itself during the qualitative 
interpretation of the generated topics, i.e., 
incorporating multiword expressions into the 
models, creates slightly more informative 
resulting topics. 

In general, the major differences between 
the two versions of the topics are also shown in 
the graphs of Appendix B which show the 
prevalence over time for the topics of the two 

dataset versions – without stating anything about 
their quality. Major differences for some of the 
generated topics, that needs further investigation. 

As a future work it would be also interesting to 
verify the efficacy of our resources and our 
method on different domains and types of datasets 
and explore more resources for multiword 
recognition for Swedish. Identification of non-
contiguous multiword expressions is another area 
we need to explore (Barreiro & Batista, 2016). 
There are several opportunities for future research 
to extend our assessment of the performance and 
evaluation. As previous research has pointed out, 
topic modeling algorithms are sensitive to several 
characteristics such as text length and the text 
preprocessing applied, for instance no stemming 
or lemmatization was applied that could have 
impact on the results (Stoy, 2021; Rüdiger et al., 
2022). Hence, further investigations including 
parameters and characteristics are necessary. 

Limitations 

Since the extraction of the dataset content in this 
paper is based on a rather polarized dataset and 
from only two sources, future analyses will focus 
on testing the reliability of this research on other 
(larger) text collections. Furthermore, the dataset 
size is rather small; a limitation of the presented 
work is the search itself which only used a non-
exhaustive list of keywords, basically on novel 
vaccines and vaccination. Moreover, we have no 
clue on how diverse the socio-demographic 
backgrounds of the users are, and therefore how 
commenting could be related to different 
sociodemographic characteristics of the sample. 
Finally, the multiword expressions we explored 
were all contiguous, results would probably be 
more comprehensive and profound if non-
contiguous multiword expressions could also be 
identified and modelled. Similarly, lemmatization 
could be an important step to further explore since 
many of the generated clusters included inflected 
variants of the same word. 
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Appendix A: Model Diagnostics. 
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Appendix B: Topic prevalence over 
time. 
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