
Improving Polish to English Neural Machine Translation with Transfer
Learning: Effects of Data Volume and Language Similarity

Juuso Eronen
Prefectural University of Kumamoto
eronenj@pu-kumamoto.ac.jp

Michal Ptaszynski
Kitami Institute of Technology

michal@mail.kitami-it.ac.jp

Karol Nowakowski
Tohoku University of

Community Service and Science
karol@koeki-u.ac.jp

Zheng Lin Chia
Kitami Institute of Technology
chiazhenglin@gmail.com

Fumito Masui
Kitami Institute of Technology

f-masui@mail.kitami-it.ac.jp

Abstract

This paper investigates the impact of data
volume and the use of similar languages
on transfer learning in a machine transla-
tion task. We find out that having more
data generally leads to better performance,
as it allows the model to learn more pat-
terns and generalizations from the data.
However, related languages can also be
particularly effective when there is lim-
ited data available for a specific language
pair, as the model can leverage the similari-
ties between the languages to improve per-
formance. To demonstrate, we fine-tune
mBART model for a Polish-English trans-
lation task using the OPUS-100 dataset.
We evaluate the performance of the model
under various transfer learning configura-
tions, including different transfer source
languages and different shot levels for Pol-
ish, and report the results. Our experi-
ments show that a combination of related
languages and larger amounts of data out-
performs the model trained on related lan-
guages or larger amounts of data alone.
Additionally, we show the importance of
related languages in zero-shot and few-
shot configurations.

© 2023 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

1 Introduction

Machine translation is a vital technology that facil-
itates communication between people who speak
different languages. However, machine translation
is a challenging task that requires large amounts of
high-quality data for training. Unfortunately, ob-
taining sufficient data for every language pair can
be a difficult and expensive task (Engelson and Da-
gan, 1996), (Dandapat et al., 2009). Therefore,
researchers have turned to transfer learning as a
means of improving machine translation perfor-
mance (Dabre et al., 2020).

The idea of transfer learning is to leverage the
knowledge learned from one language pair to im-
prove the performance of a model on another lan-
guage pair. In most cases, transfer learning is per-
formed from any language with a lot of available
data, or by using data from related languages.

Recent research has shown that transfer learn-
ing can be an effective approach for improving ma-
chine translation performance. It is common to opt
to using more data from high-resource languages
for a better performance (Zoph et al., 2016). In
a study by Kocmi and Bojar (Kocmi and Bojar,
2018), the authors found that the size of the trans-
fer source dataset is more important than the re-
latedness of the languages. Another way to in-
crease performance with more data is to use mul-
tiple source languages for the transfer learning
(Maimaiti et al., 2019).

In addition to data quantity, relatedness between
languages is also an important factor in trans-
fer learning for machine translation. Related lan-
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guages share common features, such as grammat-
ical structures and vocabulary, which can be ex-
ploited in transfer learning (Nooralahzadeh et al.,
2020). In particular, related languages can be ef-
fective when there is limited data available for
a specific language pair (Cotterell and Heigold,
2017).

In a study by Nguyen and Chiang (Nguyen and
Chiang, 2017), the authors investigated the ef-
fectiveness of transfer learning using pre-trained
models on different language pairs. They found
that transfer learning was effective in improving
the performance of machine translation models on
related language pairs. Similarly, Dabre et al.
(Dabre et al., 2017) studied the effectiveness of
transfer learning for low-resource languages and
found that transfer source languages falling in the
same or linguistically similar language family per-
form the best.

In this paper, we explore the impact of data vol-
ume and the use of similar languages in a machine
translation task. In practice, we fine-tune the mul-
tilingual BART (Tang et al., 2020) model for a
Polish to English translation task using the OPUS-
100 (Zhang et al., 2020) dataset. We evaluate the
performance of the model under different transfer
learning configurations, including zero-shot and
few-shot configurations. Our study finds that both
more data and related languages can be important
for transfer learning in machine translation. Hav-
ing more data can generally lead to better perfor-
mance, but related languages can be particularly
effective when there is limited data available for
a specific language pair. Overall, this study con-
tributes to our understanding of the importance of
data quantity and language relatedness in transfer
learning for machine translation.

2 Previous Research

2.1 Data Volume

Data volume is an important factor in transfer
learning for machine translation. Generally, hav-
ing more data available can lead to better perfor-
mance. This is because more data provides the
model with a larger and more diverse set of ex-
amples to learn from, which can lead to improved
generalization and better performance on unseen
data.

Several studies have shown the effectiveness of
increased data quantity for transfer learning in ma-
chine translation. For example, in a study by Zoph

et al. (Zoph et al., 2016), the authors investigated
the effectiveness of using large amounts of data
from high-resource languages to improve the per-
formance of machine translation models on low-
resource languages. They found that using large
amounts of data from high-resource languages can
lead to significant improvements in performance
on low-resource languages.

Similarly, in a study by Koehn and Knowles
(Koehn and Knowles, 2017), the authors inves-
tigated the effectiveness of using more data for
transfer learning in machine translation across
multiple language pairs. They found that using
larger amounts of data generally leads to better
performance, but the effectiveness of additional
data decreases as the amount of data increases.

According to Kocmi and Bojar (Kocmi and Bo-
jar, 2018), the sheer size of the used source cor-
pus can be more important than the relatedness of
the source and target languages. They found out
that Czech and Estonian sometimes worked better
as a language pair than Finnish and Estonian even
though the languages are not related.

Also, it has been shown that using multiple lan-
guages as the transfer source can lead to higher
performance (McDonald et al., 2011). For exam-
ple, both Maimati et al. (Maimaiti et al., 2019) and
Chen et al. (Chen et al., 2019) showed that multi-
source cross-lingual transfer can be very effective
for machine translation.

2.2 Similar Languages

Relatedness between languages plays an important
role in transfer learning for machine translation.
Languages that are related or belong to the same
language family often share similar grammatical
structures, vocabulary, and syntax. This shared
linguistic background can be exploited to improve
the performance of machine translation systems
(Nooralahzadeh et al., 2020).

For example, in a study by Cotterell and Heigold
(Cotterell and Heigold, 2017), the authors in-
vestigated cross-lingual transfer learning for low-
resource languages. They found that related lan-
guages, such as Spanish and Portuguese or Czech
and Slovak, improved the performance of machine
translation models compared to unrelated language
pairs.

Relatedness between languages has been found
to be an important factor in transfer learning for
machine translation. Nguyen and Chiang (Nguyen
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and Chiang, 2017) found that transfer learning
was particularly effective in improving the perfor-
mance of machine translation models on related
language pairs. This is because related languages
tend to share common linguistic features, such as
grammatical structures and vocabulary, which can
be exploited in transfer learning.

Similarly, Dabre et al. (Dabre et al., 2017) found
that transfer source languages falling in the same
or linguistically similar language family perform
the best for low-resource languages. This is be-
cause transfer learning can leverage the knowledge
learned from the languages to improve the transla-
tion quality of the transfer target language.

Relatedness between languages has also been
studied in the context of zero-shot and few-shot
machine translation, where the goal is to trans-
late between language pairs for which no or very
little parallel data is available. Nooralahzadeh et
al. (Nooralahzadeh et al., 2020) showed that re-
lated languages tend to perform better in zero-shot
translation, where the system is trained on a trans-
fer source language and tested on a transfer target
language with no parallel data between them.

Relatedness between languages is also impor-
tant when there is limited data available for a spe-
cific language pair. Transfer learning can be par-
ticularly effective when there is a lack of paral-
lel data, which is often the case for low-resource
languages (Gaikwad et al., 2021). By using re-
lated languages, it is possible to leverage existing
data and transfer knowledge across languages to
improve the performance of machine translation
models (Martı́nez-Garcı́a et al., 2021).

Additionally, it has been shown that there is
a correlation between the similarity of the used
language pair and cross-lingual transfer efficien-
cyfor multiple natural language processing tasks
(Lauscher et al., 2020), (Eronen et al., 2023).

3 Methods

In this section, we describe the methodology we
used to study the impact of data volume and lan-
guage similarity on transfer learning in machine
translation.

We fine-tuned the multilingual BART (mBART)
(Tang et al., 2020) model for the Polish-English
translation task. mBART is a pre-trained lan-
guage model developed by Facebook AI Research
(FAIR) that is designed to improve machine trans-
lation and other sequence-to-sequence tasks across

multiple languages. It is based on the BERT ar-
chitecture and is trained on a diverse set of lan-
guages. mBART has achieved state-of-the-art per-
formance on various machine translation bench-
marks and has shown promising results in cross-
lingual transfer learning tasks.

The fine-tuning is done using the OPUS-100
corpus. It is a large-scale parallel corpus consist-
ing of more than 100 million sentences in over 100
languages (Zhang et al., 2020). The corpus is de-
signed to facilitate research on multilingual natu-
ral language processing, including machine trans-
lation, cross-lingual information retrieval, and lan-
guage modeling. The data is collected from vari-
ous sources, including web pages, books, and sub-
titles, and the text is aligned at the sentence level to
create parallel corpora for each language pair. Be-
ing one of the largest open parallel corpora avail-
able, the Opus-100 corpus has become a widely
used benchmark dataset for multilingual machine
translation and has been used in a number of stud-
ies exploring various approaches to multilingual
natural language processing.

To evaluate the impact of data volume and the
use of related languages, we propose five differ-
ent models. First, we use a baseline model fine-
tuned only on Polish. The other four models are
trained in the same manner as Zoph et al.(Zoph et
al., 2016) in a parent-child configuration. We fine-
tune a parent model first in other languages in a
translation task to English. We swap the training
corpus and fine-tuning is then continued on these
models on the Polish to English task.

The composition of the parent models varies in
terms of language similarity, with the first parent
model using Czech, a West Slavic language similar
to Polish. The second model is fine-tuned in Rus-
sian, which is an East Slavic language, a slightly
more distant cousin to Polish and Czech. The third
model is a Slavic parent model that includes both
Czech and Russian, while the fourth model is fine-
tuned in German, which is not related to Polish.

To fine-tune the models on the Polish-English
task, we use five different configurations. The con-
figurations use different amounts of Polish sam-
ples, specifically zero, ten, one hundred, one thou-
sand and ten thousand. Using zero samples means
that we evaluate the models in a zero-shot config-
uration, in which case no Polish data is used for
the fine-tuning. By using these different config-
urations and parent models, we can evaluate the
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impact of language similarity and data volume on
transfer learning in machine translation.

The performance of the machine translation
models was evaluated using the BLEU and ME-
TEOR metrics. BLEU (Bilingual Evaluation Un-
derstudy) is a widely used automatic evaluation
metric for machine translation that measures the
similarity between the machine-generated transla-
tions and the human reference translations (Pap-
ineni et al., 2002). The metric ranges from 0 to
1, with higher values indicating better translation
quality. The scores are calculated based on the
n-gram overlap between the machine-generated
and reference translations, as well as the brevity
penalty that penalizes the model for generating
shorter translations than the reference translations.

METEOR (Metric for Evaluation of Translation
with Explicit ORdering) is a widely used evalua-
tion metric in machine translation research, along
with BLEU (Banerjee and Lavie, 2005). ME-
TEOR is based on a combination of precision, re-
call, and alignment between the candidate trans-
lation and the reference translation, and also con-
siders the fluency and adequacy of the transla-
tion. METEOR has been shown to correlate well
with human judgments of translation quality and is
considered a useful metric for evaluating machine
translation performance.

The models were fine-tuned by using PyTorch
and the Huggingface Transformers library (Wolf et
al., 2020). The hardware used was an Nvidia RTX
3090 GPU.

4 Results and Discussion

We fine-tuned mBART in the configurations intro-
duced earlier. The parent models were fine-tuned
using one hundred thousand samples with each of
the languages. These models were then addition-
ally fine-tuned with ten thousand, one thousand,
one hundred and ten samples of Polish before the
evaluation step. The model evaluation scores for
all configurations are presented in Table 1.

The table presents the results of the Polish-
English translation experiment using different
transfer languages at various shot levels of Polish.
The experiment was evaluated using the two pre-
viously introduced evaluation metrics, BLEU and
METEOR. The shot levels represent the amount
of Polish data available for fine-tuning the model.
The shot levels range from 0 shot (no Polish data)
to 10k shot (10,000 samples of Polish used for fine-

tuning).

It can be seen from the results that adding higher
amounts of transfer target language data (Polish)
clearly yield a higher performance. Having more
data generally leads to better performance as larger
datasets enable the model to learn more patterns
and generalizations from the data, which can im-
prove the model’s ability to translate accurately.
In contradiction to our expectations though, using
more transfer source language data does not seem
to have so much of an impact. The Slavic model is
fine-tuned with twice the amount of data compared
to other models as it uses both Czech and Russian
data. Despite this, the performance is lower than
using only Czech on zero-shot and few-shot cases
and lower than using only Russian on more high-
resource cases. We need to investigate the use of
multiple transfer languages more in the future.

Also, the the results show that related languages
are important in zero-shot and few-shot settings,
where limited data is available for a given lan-
guage pair. This has important implications for
the development of machine translation models
in low-resource scenarios, where transfer learning
can be particularly effective. This is because re-
lated languages share common features, such as
grammatical structures and vocabulary, which can
be exploited in transfer learning to improve perfor-
mance.

This effect seems to diminish however as the
amount of transfer target language data (Polish) in-
creases. In more high-resource cases, it does not
seem to matter which language is used as the trans-
fer source as with ten thousand samples of Pol-
ish, both Russian and German outperform Czech
slightly despite Czech being more closely related
to Polish than the other languages used. It seems
like that with enough samples from the transfer
target language, the model can achieve a notice-
ably higher scores when transferring from any lan-
guage. Additionally, when the transfer source lan-
guage is of high similarity (Czech) with source
language (Polish), its possible to have completely
zero-shot results on comparable or even higher
level than in a few-shot configuration with less
similar languages (Russian, Slavic).

Our results have implications for the develop-
ment of machine translation models, particularly
for low-resource languages. In such scenarios, re-
lated languages may be useful in improving the
performance of machine translation models. Fur-

43



Table 1: BLEU and METEOR scores for Polish-English translation

Source lang: Polish 0 shot 10 shot 100 shot 1k shot 10k shot

Transfer lang: BLEU METEOR BLEU METEOR BLEU METEOR BLEU METEOR BLEU METEOR

N/A – – 0.45 0.05 0.01 0.01 10.43 0.33 15.42 0.36
Czech 11.61 0.35 14.3 0.41 13.41 0.37 14.35 0.42 17.17 0.41
Russian 0.42 0.11 3.16 0.26 4.86 0.31 16.44 0.41 19.42 0.44
Slavic 8.33 0.27 11.94 0.36 10.87 0.35 16.44 0.41 18.18 0.43
German 0.12 0.05 0.56 0.07 3.72 0.29 16.82 0.42 19.35 0.44

thermore, our findings suggest that efforts to in-
crease the amount of training data available for a
given language pair can also lead to improved per-
formance.

One of the main limitations of this study is
that we only used one dataset and one language
pair, which may limit the generalizability of our
findings. The OPUS-100 dataset contains a large
amount of data from many languages, but it is still
a single dataset and does not fully represent the
full range of available content. Similarly, while
our study focused on the Polish-English language
pair, it is possible that the effectiveness of transfer
learning varies across other language pairs.

In the future we are planning to confirm the re-
sults with other datasets and other language pairs
than Polish-English. We will also investigate the
use of related languages in other NLP tasks beyond
machine translation, and explore the optimal com-
bination of relatedness and data volume in transfer
learning.

Our study suggests that transfer learning can
be an effective approach for improving ma-
chine translation performance, particularly in low-
resource settings. However, further research is
needed to investigate the generalizability of our
findings to other language pairs and datasets, as
well as to explore the effectiveness of transfer
learning in more complex real-world settings.

5 Conclusions

In conclusion, our study showed that the volume
of the transfer target language data and language
similarity can have a significant impact on trans-
fer learning in machine translation. Contrary to
our expectations, using additional transfer source
language data did not seem to make a difference.
The results indicate that having more data gener-
ally leads to better performance, but related lan-
guages can be particularly effective when there
is limited data available for a specific language
pair. Our experiments with different parent mod-

els and fine-tuning configurations demonstrate that
incorporating language similarity in transfer learn-
ing can help improve machine translation perfor-
mance, especially in low-resource scenarios.

Based on our results, we recommend that
researchers and practitioners consider language
similarity when designing transfer learning ap-
proaches for machine translation. When there is
limited data available for a specific language pair,
incorporating related languages in the training data
can improve performance.

In the future, we need to confirm the results also
with other datasets and other language pairs. We
need to investigate the use of related languages in
other NLP tasks beyond machine translation, and
explore the the use of multiple transfer source lan-
guages more in the future.

Overall, our study contributes to a better un-
derstanding of the factors that influence transfer
learning in machine translation and provides in-
sights into how to design effective transfer learn-
ing approaches for this task. We hope that our find-
ings will be useful for researchers and practitioners
working in the field of natural language processing
and machine translation.
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