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Abstract
The large language model (LLM) has garnered significant attention due to its in-context learn-
ing mechanisms and emergent capabilities. The research community has conducted several
pilot studies to apply LLMs to machine translation tasks and evaluate their performance from
diverse perspectives. However, previous research has primarily focused on the LLM itself and
has not explored human intervention in the inference process of LLM. The characteristics of
LLM, such as in-context learning and prompt engineering, closely mirror human cognitive
abilities in language tasks, offering an intuitive solution for human-in-the-loop generation. In
this study, we propose a human-in-the-loop pipeline that guides LLMs to produce customized
outputs with revision instructions. The pipeline initiates by prompting the LLM to produce
a draft translation, followed by the utilization of automatic retrieval or human feedback as
supervision signals to enhance the LLM’s translation through in-context learning. The human-
machine interactions generated in this pipeline are also stored in an external database to expand
the in-context retrieval database, enabling us to leverage human supervision in an offline set-
ting. We evaluate the proposed pipeline using the GPT-3.5-turbo API on five domain-specific
benchmarks for German-English translation. The results demonstrate the effectiveness of the
pipeline in tailoring in-domain translations and improving translation performance compared
to direct translation instructions. Additionally, we discuss the experimental results from the
following perspectives: 1) the effectiveness of different in-context retrieval methods; 2) the
construction of a retrieval database under low-resource scenarios; 3) the observed differences
across selected domains; 4) the quantitative analysis of sentence-level and word-level statistics;
and 5) the qualitative analysis of representative translation cases.

Keywords: Machine Translation, Large Language Model, Human-in-the-loop, In-context Learn-
ing, Prompt Engineering, Natural Language Processing

1 Introduction

Large language models (LLMs) have exhibited remarkable proficiency in comprehending nat-
ural language prompts (OpenAI, 2023; Touvron et al., 2023), enabling them to execute vari-
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ous controllable generation tasks based on human instructions. Furthermore, LLMs can ac-
quire knowledge from limited demonstrations that are relevant to the input data and generate
desired outputs through analogy. This paradigm, known as in-context learning (ICL) (Dong
et al., 2023), represents a significant advancement in prompt engineering and offers insights
into adapting LLMs to downstream tasks without the need for fine-tuning the models.

Machine translation (MT) serves as a representative sequence-to-sequence task that also
requires tailoring models to produce domain-specific translations. Traditional approaches to
building domain-specific MT models involve fine-tuning pre-trained models with domain data
or utilizing domain adaptation techniques to transfer in-domain MT models to out-of-domain
requirements. However, these methods are suited for accessible, medium-scale MT models,
which may not be suitable for LLMs. Notably, certain LLMs available through application
programming interfaces (API) lack accessible weight matrices. Furthermore, optimizing LLM
parameters with domain data can be expensive under resource-limited scenarios. Consequently,
current research on LLM-based MT predominantly focuses on ICL, including in-context selec-
tion methods (Agrawal et al., 2022), in-context prompt engineering (Zhang et al., 2023), and
the systematic evaluation of LLM-based MT (Hendy et al., 2023; Jiao et al., 2023). While these
lines of research present empirical studies investigating ICL in the MT task, they still exhibit a
dearth of exploration in customizing LLMs for domain-specific needs. Given the representative
capabilities of LLMs, which rely on generating outputs based on provided instructions, it is
intuitive to leverage LLMs to refine general MT outputs for different domains.

Nevertheless, there remain challenges and issues when utilizing ICL to adapt LLMs for
domain-specific needs. Firstly, ICL demonstrations for MT typically comprise source input
and target reference, lacking domain features. Secondly, the ICL retrieval database is usually
constructed using separate labeled data, and the retrieved demonstrations fail to capture LLMs’
translation preferences. Last but not least, the adaptation of black-box LLMs does not bene-
fit from parameter optimization, thereby limiting adaptation methods to modifying ICL inputs
alone. In response to these challenges, we propose integrating LLM-specific translation feed-
back into ICL inputs, enabling the model to learn from both relevant input-output pairs and
domain preferences.

Specifically, the proposed pipeline consists of two essential parts: feedback collection, and
in-context refinement. To collect LLM-specific feedback associated with domains, we first re-
quest the LLM to produce domain-specific translations and obtain feedback by comparing its
translation with a reference translation. The feedback takes the form of a sequence of revision
instructions, indicating the necessary edits to transform the LLM’s translation into the reference
translation. Ideally, these revision instructions originate from human feedback sources. How-
ever, due to resource limitations, we simulate this process and generate synthetic human feed-
back in this study. Subsequently, these translation texts and feedback are stored together in the
ICL retrieval database. For in-context refinement, when faced with new in-domain translation
requests, the pipeline initially prompts the LLM to generate a draft translation. It then retrieves
similar translation pairs and their revision histories as in-context demonstrations tied to the
specific domain. Finally, the model refines the draft translation based on the retrieved domain-
specific demonstrations. Any new human-machine interactions generated within this pipeline
are incorporated to expand the in-context retrieval database. Overall, the primary concept re-
volves around enabling the LLM to revise its outputs by learning from relevant domain-specific
revision feedback.

We conduct experiments using the proposed pipeline in the German-English translation
direction across five domains, utilizing the GPT-3.5 Turbo API as a testbed for the black-box
LLM. The results demonstrate that the proposed pipeline enhances domain translation perfor-
mance in selected domains, as indicated by four automated evaluation metrics. To further elu-
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Draft Translation:  
“Wie geht es dir?” => 

How are you doing!

Final Translation:  
“Wie geht es dir?” => 

How are you doing?

You should revise:  
Remove “doing”.


Some Revision Examples:  
<History> <Revision>

Polish

History:  
“Sagen Sie, wie geht’s dir?” => 


Tell me, how are you! 
Revision: Replace “!” with “?”

History:  
“Wer schickte es dir?” => 


Who it sent you?

Revision:  Remove “it”.

Match Score: 
0.8

Match Score: 
0.2

…

Add Revision to Database

Large Language Model Feedback Sources History Database

Translation

Feedback

Store

Retrive

Translation

Feedback

Store

Retrive

Example:

Figure 1: Illustration of the proposed human-in-the-loop translation method in the context of
the large language model.

cidate the effectiveness of our approach, we discuss the pipeline and results through an ablation
study, quantitative analysis, and qualitative analysis.

2 Methodology

We leave the discussion of related work in the Appendix A due to page limitation. The overall
pipeline is illustrated in Figure 1. The feedback retrieved from a data store aims to provide
domain-specific revision demonstrations to LLM. Furthermore, it can also be jointly used with
external human supervision in real-world applications. In addition to the feedback that exists
in the database, any newly produced feedback for current text will be also recorded into the
database to be used as a candidate for ICL retrieval in the future.

2.1 Feedback Collection

To correct LLM’s bias in domain translation through the ICL paradigm, we must first construct
an ICL retrieval database that reflects the gap between LLM’s translation preferences and do-
main preferences. To do this, we ask LLM to translate several domain texts first, and then use
automated methods or human intervention to generate feedback on LLM’s translation. To sim-
ulate the process of human feedback, we use an automated evaluation method based on edit
distance theory to generate feedback for the translations. Computing edit distance is a dynamic
programming problem, where the cost matrix reflects what editing operations are needed to
transform from the machine translation to the reference translation. Specifically, bottom-up
recursion yields the minimum cost of editing the translation, so we can generate human-like
feedback by back-tracing the optimal alignment of the cost matrix and converting it to natural
language. There are three kinds of editing operations are considered in our case: deletion, inser-
tion, and substitution. Given an LLM’s translation h and reference translation r, the cost matrix
D(i, j) indicates the edit distance between h<i and r<j . Let the cost of deletion, insertion, and
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I have an apple .

I 0 1 2 3 4

have 1 0 1 2 3

a 2 1 1 2 3

apple 3 2 2 1 2

Revision Instructions:

{ 
Replace “a” with “an”; 

Insert “.” after “apple”.   
}

Figure 2: An example of describing the optimal path of minimum edit distance.

substitution be 1, the cost matrix D(i, j) can be calculated as:

D(i, 0) = i

D(0, j) = j

D(i, j) =


D(i− 1, j − 1) if hi = rj

min


D(i− 1, j) + 1

D(i, j − 1) + 1

D(i− 1, j − 1) + 1

if hi ̸= rj

(1)

We can obtain an optimal path of minimum edit distance by back-tracing the cost matrix
D and then convert this path to the natural language instruction as shown in Figure 2. Once
the feedback of a specific test instance is produced, we combine it with the source text, LLM’s
translation, and reference translation to form the new ICL demonstration instance. This enables
LLM to learn from its deviations from in-domain reference translations and how to polish the
draft translation.

2.2 In-context refinement
We construct a database for ICL retrieval using the automatic feedback generation method men-
tioned in the previous section. In this section, we will describe how to retrieve and utilize these
ICL demonstrations as well as feedback records for conducting a two-stage translation.

Demonstration Retrieval We retrieve the relevant ICL demonstrations by evaluating the rel-
evance between test instances and examples stored in the database. Specifically, we follow
the previous exploratory work on ICL for MT and use two retrieval metrics: the BM25 score
(Robertson et al., 1995) and the BM25-rerank score (Agrawal et al., 2022). BM25 is a com-
mon retrieval metric that evaluates the relevance between the query and the documents. Here
we consider each source sentence in the ICL database as a document and calculate the BM25
score. BM25-Rerank, as a post-screening method for BM25, first selects the N samples with
the highest BM25 scores and re-scores these samples based on the n-gram recall score R to
select the top-K samples as ICL demonstrations. Let the input in source language be s, and a
demonstration candidate stored in the database be c, then the recall score can be calculated as:

R = exp
1

n

n∑
i=1

log
Count(i-gram ∈ s ∩ c)

Count(i-gram ∈ s)
(2)

Two-stage Translation As mentioned in the previous section, we first ask the LLM to gener-
ate a draft translation, and then polish the draft translation by providing the ICL demonstrations,
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resulting in a two-stage translation process. In practice, we implement the two-stage translation
through the multi-turn dialog feature of the GPT-3.5 API. In addition, we empirically found
that the LLM may incorrectly modify the draft translation after observing the ICL demonstra-
tions. We attribute this phenomenon to the fact that the scale limitation of the retrieval database,
which may lead to the inclusion of some irrelevant samples. Therefore, we asked the LLM
further compare the polished translations with the draft translations at the second stage, and
finally select the higher quality one. It is worth noting that the LLM did not observe the refer-
ence translation of the test instance during the whole process but only compared the translation
quality by means of self-reflection.

3 Experiments

3.1 Data and Evaluation

We verify the effectiveness of the proposed pipeline on a multi-domain German-English trans-
lation benchmark (Aharoni and Goldberg, 2020). The test data keeps the same setting as the
same benchmark, which involves five domains including IT, Koran, Law, Medical, and Subti-
tles. We randomly sample 2,000 samples from the training set of each domain as the source
of constructing the ICL retrieval database. To complete this process, we use GPT-3.5 API to
generate the translation and employ the edit-distance-based method mentioned in Section 2.1
to produce human-like feedback. We use several automated metrics to evaluate the translation
quality, including BLEU (Papineni et al., 2002), TER (Snover et al., 2006), BERTScore (Zhang
et al., 2020), and COMET (Rei et al., 2020). BLEU and TER are the traditional metrics that
evaluate the text overlap whereas the others can evaluate the semantic overlap based on neural
networks. We also found that APIs sometimes produce hallucinations or refuse to translate some
sentences. To make a fair comparison, we manually check the translation results and remove
the invalid results, and only evaluate the performance of the sentences that are successfully
translated by all the methods.

3.2 Settings

The experiments were conducted using GPT-3.5 API. The decoding temperature and the top p
parameters are set to 1 by default. When evaluating the relevance of demonstrations, we first
retrieve the top K=200 demonstrations with the highest BM25 scores and then select top-N
demonstrations with the highest 4-gram re-rank scores as the finalized ICL demonstrations.

3.3 Main Results

Table 1 presents the automated evaluation results of the baseline methods. The experimental
findings demonstrate that the proposed approach effectively enhances the performance of GPT-
3.5-Turbo baseline. Importantly, we observe that the impact of the proposed HIL method varies
across different domains, a topic that will be thoroughly examined in Section 4.2. In addition,
we were limited to varying the number of ICL demonstrations from 1 to 3 due to constraints on
request tokens. Nonetheless, the results strongly indicate that providing more ICL demonstra-
tions leads to improved performance. Moreover, when evaluating the performance with neural
metrics, the differences in scores are not substantial compared to the traditional metrics. We
postulate that the process of refining the draft translation may not deviate significantly from the
original semantic content but rather brings it closer to specific translation preferences in certain
domains. These findings will be elucidated through a detailed case study in the subsequent
section.
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IT Koran

BLEU TER BERT-F COMET BLEU TER BERT-F COMET

GPT-3.5-Turbo 34.4 62.3 93.2 82.5 16.2 74.1 90.6 73.4
+1-shot HIL 29.0 77.3 92.5 81.1 15.7 80.8 90.5 72.8
+2-shot HIL 33.9 64.7 92.9 82.3 15.8 77.7 90.6 73.2
+3-shot HIL 32.6 68.8 93.0 82.2 16.5 76.0 90.7 73.6

+Compare HIL 35.2 61.3 93.3 82.8 16.6 74.6 90.7 73.8

Law Medical

GPT-3.5-Turbo 37.6 54.7 93.7 83.8 40.0 59.4 93.9 83.4
+1-shot HIL 36.2 59.6 93.5 83.1 36.6 67.9 93.3 82.1
+2-shot HIL 37.0 56.6 93.6 83.5 39.2 63.0 93.6 83.0
+3-shot HIL 36.7 56.5 93.6 83.7 38.4 63.0 93.7 83.2

+Compare HIL 37.7 54.5 93.8 83.9 40.9 60.1 93.9 83.6

Subtitles

GPT-3.5-Turbo 27.9 64.8 93.0 80.0
+1-shot HIL 26.3 69.4 92.5 78.8
+2-shot HIL 26.4 67.1 92.6 79.4
+3-shot HIL 27.4 64.6 93.0 79.8

+Compare HIL 28.0 64.1 93.1 80.1

Table 1: Automated evaluation results of different translation strategies. “K-shot HIL” indicates
the proposed HIL method with K demonstrations used. “Compare HIL” indicates using the
comparison strategy to finalize the two-stage translation.

4 Analysis

4.1 Effects of ICL Retrieval Methods

To explore the potential impact of different demonstration retrieval methods on our proposed
HIL translation workflow, we conducted experiments using two strategies: BM25 and BM25
Re-rank, in a 3-shot translation scenario. The comparative results are summarized in Table 2.
Based on the automated metrics, both BM25 and BM25 Re-Rank methods exhibited strengths
and weaknesses in various domains. Specifically, BM25 Re-Rank slightly outperformed BM25
in terms of the BLEU metric. The advantage of BM25 Re-Rank was particularly evident in
the IT domain, as it achieved higher scores than BM25 across all metrics. However, this con-
clusion was reversed in the Law domain. The advantage of the BM25 Re-Rank strategy lies
in its ability to filter out repetitive context with identical queries. Consequently, this approach
selects more relevant examples related to the IT domain, leading to an improvement in the qual-
ity of the translation output within this domain. The BM25 method for demonstration retrieval
focuses on document frequency and keyword matching, making it more effective in ensuring
proper usage of legal terminology. This observation underscores the necessity of adopting dif-
ferent strategies for demonstration retrieval across different domains to ensure the selection of
contextually relevant and domain-specific examples for the target sentences.

4.2 Domain Differences

In general, the HIL approach exhibits superior performance compared to the GPT-3.5 API base-
line across all five domains, with particularly notable advantages in the IT and Medical domains.
However, the differences in performance are relatively smaller in Law and Subtitles domains.
These variations can be attributed to the distinct sentence styles and structures prevalent in each
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Method BM25 BM25 Re-Rank

BLEU TER BERT-F COMET BLEU TER BERT-F COMET

IT 34.9 62.3 93.1 82.5 35.2 61.3 93.3 82.8
Koran 16.2 74.3 90.7 73.7 16.6 74.6 90.7 73.8
Law 38.0 54.2 93.8 84.2 37.7 54.5 93.8 83.9

Medical 40.6 58.8 94.0 83.8 40.9 60.1 94.0 83.6
Subtitles 28.2 64.5 93.0 80.2 28.0 64.1 93.1 80.1

Table 2: Automated evaluation results for 3-shot HIL with different ICL retrieval strategies.

domain. Upon analyzing the translation results, it becomes evident that HIL excels in IT and
Medical domains by effectively aligning terminology with the reference translations. For exam-
ple, consider the phrase “Returns a character string” in the IT domain, HIL correctly recognizes
the need to use the third-person singular form of the word “returns” and avoids translating “char-
acter string” simply as “string”. While these words may not be technical terms, their specific
usage preferences in the IT domain are crucial, and such nuances cannot be captured by the
GPT-3.5 API baseline. Conversely, in domains such as Law and Subtitles, where HIL’s perfor-
mance is comparatively lower, the sentences tend to adhere to specific legal clauses or follow
a more colloquial and concise style. As GPT-3.5 is a multi-domain language model, it already
possesses substantial knowledge related to these domains, leading to satisfactory draft trans-
lations in the initial output, thereby reducing the necessity for extensive corrections through
demonstrations. Furthermore, it is worth noting that the quality of the data within the demon-
stration pool may not be very high, as they were randomly sampled from the training set. This
behavior could also have a negative impact on the final results.

4.3 Quantitative Analysis
We conducted quantitative analysis on the translation results with the help of compare-mt1

(Neubig et al., 2019) toolkit.

Part of Speech (POS) We applied Stanford’s POS tagging toolkit (Toutanova et al., 2003)
to label the target-side text and subsequently examined the translation outcomes of both the
baselines and HIL method across different POS categories. The results are presented in Figure
3. Overall, HIL outperforms the baselines in all noun categories, including singular or mass
nouns (NN), plural nouns (NNS), and singular proper nouns (NNP). Additionally, among the
three verb types, HIL exhibited superior performance to the baseline in base form verbs (VB)
and third person singular present verbs (VBZ), with the most noticeable advantage observed
in base form verbs (VB). Furthermore, the advantage of HIL is particularly evident in POS
categories where the baseline exhibits lower translation accuracy. These findings underscore
the effectiveness of the HIL approach in handling various parts of speech and its ability to
deliver improved translation outputs, especially in challenging linguistic contexts.

Sentence Length Figure 4 presents the translation performance of both the baseline and HIL
models for sentences of varying lengths. HIL exhibits a clear advantage over the baseline for
sentences that are shorter than 10 words as well as those longer than 60 words. Unfortunately,
HIL performs less effectively for medium-length sentences compared to the baseline’s initial
draft. This observation indicates that there might be challenges specific to this sentence length
range that warrant further investigation and potential refinement of the HIL approach.
1https://github.com/neulab/compare-mt
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CC DT IN JJ NN NNPNNS PRP RB TO VB VBPVBZother
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Figure 3: The translation comparison in terms of different POS tags.

In conclusion, our analysis of translation performance across different POS categories and sen-
tence lengths reveals that HIL exhibits exceptional proficiency in translating both nouns and
verbs, particularly excelling in extreme-short and extreme-long sentences.
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Figure 4: The translation comparison across various sentence lengths.

4.4 Case Study
Below, we present an illustrative example from the IT domain to showcase the advantages of
HIL in terms of terminology translation. Additionally, we compare the proposed HIL method
with the ordinary ICL method without revision feedback. The results are shown in Table 3. In
the given example, while the German word “Handbuch” was translated as “manual” in both the
draft and ICL translations, the reference and retrieved demonstration suggest that “Handbook”
is a more accurate translation. Regarding the terminology usage of the IT domain, “Handbook”
precisely describes a professional document type, whereas “manual” might be more generic
and provide less specific information. Among the three translation methods, the HIL translation
successfully captures this crucial information based on the provided demonstrations. On the
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IT Domain

Source Das Handbuch zu & ksnapshot;

Reference The & ksnapshot; Handbook

Demonstrations 1. <input>Das Handbuch zu & kontact; <hypothesis>The man-
ual for & kontact; <reference>& kontact; Handbook <revision>“the”
should be deleted. “manual” should be deleted. “for” should be
deleted.”, “handbook” should be inserted after “kontact;”
2. <input>Das Handbuch zu & kanagram; <hypothesis>The man-
ual for & kanagram; <reference>& kanagram; Handbook <re-
vision>“the” should be deleted. “manual” should be deleted. “for”
should be deleted. “handbook” should be inserted after “kanagramt;”
3. ...

Draft The manual for & ksnapshot;

ICL The manual for &ksnapshot;

HIL The & ksnapshot; Handbook

Table 3: An example result of three different translation strategies. “Draft” represents the pre-
liminary translation results obtained at the initial turn in our HIL pipeline. “ICL” presents the
translation results achieved using ordinary ICL demonstrations without revision feedback.

other hand, HIL also learns from revisions in the demonstration and opts to translate the original
sentence as “The &ksnapshot; Handbook”, aligning more accurately with the word order of the
original text. This demonstrates how HIL can effectively incorporate valuable revision feedback
to produce more contextually appropriate and accurate translations.

5 Conclusions and Future Work

In this paper, we present an empirical study focused on enhancing the translation capabilities
of the LLM by integrating concrete feedback within the translation process. Our objective is
to establish a human-in-the-loop machine translation pipeline, where human feedback plays a
pivotal role. To simulate this concept, we utilize an automated feedback method, leveraging
the GPT-3.5 API as our testbed, which yields effective results. In the future, our plan is to
collect human feedback to create a novel dataset and conduct experiments on the proposed
pipeline using this dataset. This approach will enable us to further validate and implement our
human-in-the-loop machine translation system in the context of LLM, enhancing its practical
applicability and performance.
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A Appendix: Related Work

A.1 ICL-based MT
Agrawal et al. (2022) proposed an ICL example selection method for machine translation, aiming to ex-
plore the impact of ICL examples on translation output quality. To address the issues in existing BM25
retrieval methods, the proposed approach re-ranks the top 100 candidate sentences selected by the BM25
score and introduces a re-ranking score, thereby maximizing the coverage of input words. Zhang et al.
(2023) aims to explore different prompts in the context of LLM-based machine translation. In comparison
to previous related research, the main innovation of this study lies in exploring how to design prompts for
LLMs to enhance their translation capabilities from three different perspectives. Specifically, the research
investigates different prompting strategies, the utilization of unlabeled data, and the flexibility of transfer
learning. These research achievements demonstrate the significant value of ICL in improving the quality
of machine translation systems.

A.2 Human-in-the-Loop MT
The concept of Human-in-the-Loop (HIL) (Wu et al., 2022) aims to leverage user feedback for optimizing
the model. Building on this idea, Wang et al. (2022) proposes a novel non-parametric online learning
method called kNN-over-kNN (KoK) that does not alter the model structure. KoK is a plug-and-play non-
parametric approach that learns online based on human feedback, reducing the number of user interactions
and improving machine translation model performance. The online learning process of KoK involves three
steps: decoding, correcting, and adapting. In the decoding phase, the MT system translates the source
sentence, and the output is obtained by weighting the KoK method and kNN-MT. In the correcting phase,
users provide corrections of the machine-translated text, resulting in the post-edited translation. Finally,
in the adapting phase, post-edited and source sentences are jointly used to expand the data repositories of
token-kNN and policy-kNN, thereby optimizing the model. Through these three steps, the KoK framework
can promptly influence the kNN translation model’s decision-making. It is worth noting that, as of now,
the HIL method has not been applied to LLM translation. Our paper focuses on exploring the potential
integration of HIL into LLM translation to further enhance its performance and capabilities.


