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Abstract
In this paper, we compare two approaches to train a multilingual language model: (i) simple
multilingual learning using data-mixing, and (ii) meta-learning. We examine the performance
of these models by extending them to unseen language pairs and further finetune them for
the task of unsupervised NMT. We perform several experiments with varying amounts of data
and give a comparative analysis of the approaches. We observe that both approaches give
a comparable performance, and meta-learning gives slightly better results in a few cases of
low amounts of data. For Oriya-Punjabi language pair, meta-learning performs better than
multilingual learning when using 2M, and 3M sentences.

1 Introduction

Neural Machine Translation (NMT) works well with large amounts of parallel data (Vaswani
et al., 2017). For many language pairs, such data is not available. Unsupervised NMT has
achieved performance comparable to supervised NMT for a few European language pairs; how-
ever, it only works well for languages that have a good amount of monolingual data avail-
able. The current state-of-the-art approaches of unsupervised NMT have a language model pre-
training phase and a finetuning phase based on iterative back-translation (Conneau and Lample,
2019; Song et al., 2019a; Lewis et al., 2019).

Translation involving low-resource languages (for which monolingual data is also scarce)
is very difficult. The current state-of-the-art approaches of unsupervised NMT perform poorly
for such language pairs (Kim et al., 2020; Marchisio et al., 2020). To utilize the benefit of
high-resource language pairs, multilingual language model pre-training has been utilized (Lewis
et al., 2020; Siddhant et al., 2020). Chronopoulou et al. (2020) proposed to train a language
model for high-resource language pair and then use it as initialization for the low-resource
language pair.

Dou et al. (2019) explored the use of meta-learning after pretraining with high-resource
languages for low resource natural language understanding tasks. They claim that multi-task
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learning might favor high-resource tasks, while meta-learning learns a good initialization that
can be adapted to any task with a small number of iterations.

In this paper, we use a meta-learning framework for multilingual language model pretrain-
ing and compare it with a multilingual learning paradigm based on data-mixing and finetuning
it for unseen language pairs. We use these finetuned models to further training for the task
of unsupervised NMT. Specifically, we utilize MAML (Model Agnostic Meta-Learning) Finn
et al. (2017) which is a meta-learning algorithm based on gradient descent and is used to get
good generalizations for multiple tasks. When using meta-learning, each language is consid-
ered a task in the pretraining phase. Our goal is to find a method to efficiently learn parameters
in a shared parameter space across multiple languages in the language model pretraining, which
works as good initialization for the language model training for unseen language pairs and im-
proves the performance of unsupervised NMT. A good pretrained multilingual language model
should be able to adjust to newer language pairs (unseen languages) using a limited amount of
training data. Our contributions are:

• Comparison of two approaches of multilingual language model pre-training: (i) simple
multilingual learning using data-mixing, and (ii) meta-learning. We compare these two
approaches by extending them for unseen language pairs and further finetuning them for
unsupervised NMT.

• We perform experiments with varying amounts of data for unseen language pairs and ana-
lyze the impact of different pretraining mechanisms.

2 Related Work

2.1 Unsupervised NMT
The initial works on unsupervised MT were based on statistical decipherment (Ravi and Knight,
2011; Dou and Knight, 2012, 2013; Dou et al., 2015, 2014). Decipherment assumes one lan-
guage as cipher text and tries to generate the text in other languages.
Unsupervised NMT gained popularity after the initial proposals of Artetxe et al. (2018) and
Lample et al. (2018) to train an NMT system without using any parallel data. These systems are
majorly based on three things: unsupervised bilingual embeddings, denoising auto-encoders,
and iterative back-translation. The first step is to learn bilingual embeddings in an unsupervised
way by training two pretrained monolingual embedding spaces and aligning them using a lin-
ear transformation based on Procrustes refinement. Denoising auto-encoder aims to make the
decoder learn to generate sentences. The Back-translation step involves generating synthetic
parallel sentences using the current state of the machine translation model and using them to
train the model in the opposite direction. This process of generation of synthetic parallel corpus
and training is performed iteratively.
Current state-of-the-art approaches to unsupervised NMT involve a language model pretraining
and a finetuning phase based on iterative back-translation. Different kinds of language model-
ing objectives have been proposed for the pretraining (Conneau and Lample, 2019; Song et al.,
2019a; Lewis et al., 2019). Conneau and Lample (2019) (XLM) uses the Masked Language
Modeling (MLM) objective, whereas Song et al. (2019b) (MASS) uses the Masked Sequence
Generation objective. Lewis et al. (2020) proposed a language modeling objective similar to
Song et al. (2019b), but it predicts the entire sentence on the decoder side and uses a different
masking strategy. The architecture is based on a shared encoder and a shared decoder.
The success of unsupervised NMT depends on the model’s capability to learn effective multi-
lingual representations in the pretraining stage. Existing unsupervised NMT approaches fail for
distant languages and languages with low amounts of data (Marchisio et al., 2020). Recently,
many multilingual pretraining mechanisms have been proposed using similar masking objec-
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tives but involving multiple languages, which were shown to perform better for low-resource
languages (Liu et al., 2020; Conneau et al., 2019; Siddhant et al., 2020).
Recently few papers have also explored the use of in-context learning, instruction tuning with
large language models (Chowdhery et al., 2022; Brown et al., 2020; Zhang et al., 2023; Moslem
et al., 2023; Lyu et al., 2023; Peng et al., 2023; Karpinska and Iyyer, 2023; Wang et al., 2023;
Jiao et al., 2023a; Zhu et al., 2023; Hendy et al., 2023; Garcia et al., 2023; Pilault et al., 2023;
Vilar et al., 2022; Jiao et al., 2023b; Agrawal et al., 2022). Our work is not in the direction of
in-context learning rather we are trying to find an optimal way of training a multilingual model
based on its capabilities to be able to extend to unseen languages.

2.2 Meta-learning
Meta-learning solves the problem of fast adaptation to new training data. Gu et al. (2018)
proposed an approach to apply meta-learning in NMT for low-resource language pairs. They
use MAML (model agnostic meta-learning) to train a multilingual model that can be finetuned
for new language pairs, this finetuning requires very few numbers of iterations, which is referred
to as fast-adaptation. Sharaf et al. (2020) proposed an approach for domain adaptation based on
a meta-learning framework, they use MAML and reptile for meta-learning. Qian and Yu (2019)
propose to use meta-learning for domain adaptation. Nooralahzadeh et al. (2020) proposed to
introduce MAML for cross-lingual language understanding tasks to effectively utilize training
data of high resource and other auxiliary languages. The approach is to first train XLM using a
high-resource language, followed by meta-learning using the low-resource languages, and final
few-shot finetuning using low resource target language for the target task. Dou et al. (2019)
explores the use of MAML for low-resource natural language understanding tasks.

3 Approach

We compare two multilingual language model pretraining approaches: (i) multilingual learning
based on simple data mixing and (ii) other based on a meta-learning framework. We try to
find a good set of initialization for language model pretraining for unseen language pairs using
many high-resource languages. In multilingual learning, the training simply iterates between
different languages. For meta-learning, we utilize MAML together with MASS Song et al.
(2019b) objective to train a multilingual language model. The main aim of MAML is to find
a good initialization from which a target task learning requires fewer iterations. It uses many
other source tasks related to the target task to learn this initialization. We try to meta-learn
using the source tasks and then continue to learn for the target tasks. This process is different
than a simple multilingual learning framework. Algorithm 1 shows the training algorithm for
the meta-learning framework. We extend both the models to finetune them for unseen language
pairs and use the vocabulary extension method proposed in Chronopoulou et al. (2020) to extend
the vocabulary of the multilingual model.

θ = θ − α
∑
Ti

∇Li(fθk
i
) (1)

α is a hyperparameter, which represents the learning rate. The model is represented by a
function fθ with parameters θ. θki represents the state of the parameters when adapting to task
Ti and here gradient update is performed using k examples. L represents the loss function.

4 Experiments

We experiment with Hindi, Bengali, Gujarati as our high resource languages to train a multi-
lingual model using masked sequence to sequence pretraining objective. We use Oriya-Punjabi
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Algorithm 1 Multilingual LM pretraining with MAML
1: Source tasks: L1,L2,...Ln

2: Target tasks: T1,T2

3: while true do
4: for all Source tasks Li do
5: Compute θki using MASS objective
6: end for
7: Update θ as per MAML objective as per equation 1
8: end while

and Assamese-Nepali as our unseen language pairs. The details of the data are given in Section
4.1.

4.1 Dataset

We experimented using monolingual data provided by the AI4Bharat Kunchukuttan et al. (2020)
dataset for the Indic languages, viz, Hindi, Bengali, Gujarati, Punjabi, and Assamese. We use
Nepali monolingual dataset from common crawl corpus 1 Wenzek et al. (2020), and use the
same amount of sentences equal to Assamese. The size of the data is given in Table 1. Our test
data is taken from WAT2021 multi-indic-nmt shared task. The details of the dev and test data
in Table 2. The dev and test data of as-ne is taken from FLORES-2021 dataset (Guzmán et al.,
2019; Goyal et al., 2022). We convert all language data to same script (we choose devnagri as
the common script which is an arbitrary choice) to reduce the vocabulary mismatch and have
same lexical representations (Khatri et al., 2021).

Language Number of Sentences
Bengali (bn) 7.21 M
Gujarati (gu) 7.89 M
Hindi (hi) 63.00 M

Oriya (or) 3.59 M
Punjabi (pa) 6.55 M
Assamese (as) 1.38M
Nepali (ne) 1.38M

Table 1: Monolingual data

4.2 Results

We train 3 types of models:

• Bilingual: Bilingual language model pretraining using only monolingual data of target
language pair, followed by finetuning using iterative back-translation.

• Multilingual: Multilingual pretraining using masked sequence to sequence pretraining
using high resource languages, followed by training for unseen language pair using same
language modeling objective and then final finetuning using iterative back-translation.

1https://metatext.io/redirect/cc100-nepali
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Language pair Validation data Test data
or-pa 1000 2390

as-ne 997 1012

Table 2: Validation and Test data

Data
Size

Bilingual Multilingual Meta-learning

or → pa pa → or or → pa pa → or or → pa pa → or

1M 1.2 ± 0.2 0.6 ± 0.1 6.9 ± 0.4 3.3 ± 0.3 7.1 ± 0.4 3.2 ± 0.3
2M 3.5 ± 0.3 2.3 ± 0.3 7.7 ± 0.4 4.1 ± 0.4 8.5 ± 0.4 4.4 ± 0.4
3M 4.6 ± 0.3 3.4 ± 0.3 8.3 ± 0.4 4.4 ± 0.4 9.0 ± 0.5 4.9 ± 0.4

Full data 5.2 ± 0.4 4.2 ± 0.4 9.8 ± 0.5 5.3 ± 0.4 9.8 ± 0.5 5.3 ± 0.5

Data
Size

Bilingual Multilingual Meta-learning

as → ne ne → as as → ne ne → as as → ne ne → as

0.5M 1.1 ± 0.3 1.0 ± 0.3 2.2 ± 0.3 2.2 ± 0.3 2.0 ± 0.4 2.1 ± 0.3
1M 2.5 ± 0.4 2.4 ± 0.4 3.0 ± 0.4 3.0 ± 0.4 3.0 ± 0.4 2.9 ± 0.4

Full data 2.6 ± 0.4 2.5 ± 0.4 3.0 ± 0.4 3.2 ± 0.4 3.1 ± 0.4 3.2 ± 0.4

Table 3: Test set BLEU scores for Oriya-Punjabi and Assamese-Nepali using Bilingual, Multi-
lingual and Meta-learning approaches for language model pretraining

• Meta-learning: Multilingual pretraining using masked sequence to sequence pretraining
with meta-learning framework explained in Algorithm 1, followed by the same process
described in multilingual learning.

Our multilingual models are trained using Hindi, Bengali, and Gujarati for two approaches of
multilingual language model pretraining one is based on data-mixing, and another one utilizes
meta-learning. We use six layers in the transformer encoder and decoder, which is shared across
all languages. The number of attention heads is 8. We use the toolkit provided by Song et al.
(2019a) 2, and modify it for using MAML in the language model pretraining phase.

We also modify the codebase for vocabulary extension when finetuning a pretrained mul-
tilingual model for unseen languages. We use IndicNLP 3 library for tokenization and script
conversion. The multilingual models are trained for 150 epochs, where epoch size is 0.2M
sentences. The multilingual model is finetuned for 100 epochs using the data of unseen low
resource language pair for MASS objective and then finetuned for 50 epochs using iterative
back-translation. We report results in the form of BLEU score for our experiments in Table 3.
The BLEU score is calculated using sacreBLEU (Post, 2018).

5 Discussion

Pretrained multilingual models help in improving the performance for unseen languages, which
is clear from Table 3; all bilingual models have lower BLEU scores compared to models which
have been initialized using multilingual pretrained models. When we use 2M, and 3M sentences
for or-pa, we see minor improvements when using meta-learning over our baseline model.
2https://github.com/microsoft/MASS
3https://github.com/anoopkunchukuttan/indic_nlp_library
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When we utilize full available data of Oriya and Punjabi, meta-learning performs similar to
multilingual learning. But when we use 0.5M sentences, multilingual learning is working bet-
ter than meta-learning for or-pa. For as-ne multilingual learning and meta-learning both give
similar performance.
For or-pa, after the language model pretraining phase is complete for the unseen language
pair, the cross-lingual perplexity is higher for meta-learning than the multilingual model but
the BLEU score is better, which indicates that fluency is not getting better but the translation
is getting improved indicating better learning of shared representations. We also observe that
the ratio of source words is 3.27% for multilingual and 4.27% for meta-learning when exper-
imenting with 2M sentences for or to pa translation even without finetuning it for iterative
back-translation.

6 Conclusion and Future Work

In this paper, we perform a comparison of two approaches to train a multilingual language
model: (i) simple multilingual learning, and (ii) meta-learning. We conduct experiments to
extend these models for unseen language-pair and then finetune them for unsupervised NMT to
compare the performance. We observe that both approaches give a comparable performance.
In a few cases of low amounts of data, meta-learning gives slightly better results. In the future,
we would like to explore the performance of both approaches to train the multilingual language
model for other tasks.
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