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Abstract

This work introduces CAPIVARA, a cost-
efficient framework designed to enhance the
performance of multilingual CLIP models in
low-resource languages. While CLIP has ex-
celled in zero-shot vision-language tasks, the
resource-intensive nature of model training re-
mains challenging. Many datasets lack linguis-
tic diversity, featuring solely English descrip-
tions for images. CAPIVARA addresses this
by augmenting text data using image caption-
ing and machine translation to generate mul-
tiple synthetic captions in low-resource lan-
guages. We optimize the training pipeline
with LiT, LoRA, and gradient checkpointing
to alleviate the computational cost. Through
extensive experiments, CAPIVARA emerges
as state of the art in zero-shot tasks involv-
ing images and Portuguese texts. We show
the potential for significant improvements in
other low-resource languages, achieved by fine-
tuning the pre-trained multilingual CLIP us-
ing CAPIVARA on a single GPU for 2 hours.
Our model and code is available at https:
//github.com/hiaac-nlp/CAPIVARA.

1 Introduction

The challenge of learning a joint multimodal rep-
resentation for vision and language has developed
various pre-trained models in recent years (Wang
et al., 2021; Gao et al., 2021; Yang et al., 2022b;
Geng et al., 2022; Li et al., 2023). Remarkably,
CLIP (Radford et al., 2021) has gained attention
for achieving state of the art on zero-shot vision-
language tasks through contrastive learning to align
images and text within a multimodal embedding.

Training models such as CLIP requires mas-
sive data and computational resources despite their
good generalization capacity. These models are
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Figure 1: Improving multilingual CLIP Performance
in Low-Resource Languages: Xhosa, Hindi, and Por-
tuguese. This figure illustrates CAPIVARA’s effective-
ness in enhancing the performance of pre-trained multi-
lingual CLIP models, the OPEN-CLIP baseline (B), for
low-resource languages. The percentage point increase
in mean recall for text-to-image (txt2img) and image-to-
text (img2txt) retrieval with low-resource languages on
Flickr30k and MS COCO datasets is highlighted above
the respective bars. CAPIVARA significantly improves
the model’s baseline performance with only 2 hours of
training and 8.5 GB of GPU memory.

typically trained with datasets containing hundreds
of millions of image-text pairs, often collected from
the web. However, many datasets only provide im-
ages paired with English descriptions; as a result,
the research community focuses excessively on En-
glish texts, whereas other languages are neglected,
reinforcing cultural, regional, and linguistic bi-
ases (Bender et al., 2021). While recent advance-
ments include approaches for languages beyond
English (Bianchi et al., 2021; Yang et al., 2022a;
Ko and Gu, 2022) and multilingual methods (Carls-
son et al., 2022; Chen et al., 2023), they primar-
ily focus on high-resource languages. There is a
scarcity of approaches considering low-resource
languages, and even models including them show
performance disparities in tasks involving these
languages compared to tasks with English texts.
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We propose a cost-efficient approach for
improving multilingual CLIP performance in low-
resource languages (CAPIVARA), addressing the
performance gap with English and reducing com-
putational requirements. Our approach relies on
the assumption that datasets may contain images
annotated with noisy descriptions. In this way,
our framework utilizes BLIP2 (Li et al., 2023) to
generate multiple synthetic captions for each im-
age, addressing noisy annotations and limited lan-
guage diversity challenges. Using the re-annotated
dataset, we translate both the original and gener-
ated captions into the target language and conduct
fine-tuning on the multilingual model. To miti-
gate the computational cost associated with CLIP
model training, we propose to optimize the train-
ing pipeline with LiT strategy (Zhai et al., 2022),
wherein the image encoder remains frozen during
training, gradient checkpointing (Chen et al., 2016)
and LoRA (Hu et al., 2021). Figure 1 demonstrates
that substantial improvements in low-resource lan-
guage can be achieved by fine-tuning the pre-
trained multilingual CLIP with CAPIVARA.

Our main contributions are as follows:

• We introduce CAPIVARA, a low-cost data-
centric framework that leverages image cap-
tioning models to enhance the annotation
of existing datasets to improve the perfor-
mance of pre-trained multilingual CLIP in
low-resource languages. We report the car-
bon footprint of our method.

• To the best of our knowledge, we are the first
to employ LoRA for language adaptation in
CLIP models, considerably reducing the num-
ber of trainable parameters.

• We show that augmenting text data, by gen-
erating multiple image-conditioned captions
with image captioning models, can boost
CLIP performance in low-resource language.

• We achieve state of the art in many zero-shot
tasks involving images and Portuguese texts.
This work aims to push forward the multi-
modal learning literature in the Portuguese-
speaking community1.

• We make available the re-annotated CC3M
with descriptions in Portuguese and English

1Portuguese, despite being ranked fifth among world lan-
guages in the number of native speakers, is a low-resource
language from a machine-learning perspective.

for seamless utilization by other researchers
as a data augmentation resource. We also
provide the annotations translated to Por-
tuguese for Flickr30k, MS COCO, CC3M,
ImageNet-1k, and ELEVATER datasets.

2 Related Work

CLIP. The multimodal vision and language model
known as CLIP (Contrastive Language-Image Pre-
training) (Radford et al., 2021) rapidly gained at-
tention for its simplicity, scalability, and impressive
results. It is pre-trained on 400 million image-text
pairs to learn a contrastive representation of images
and texts in a multimodal space.

OpenCLIP (Ilharco et al., 2021) is an open-
source initiative that provides CLIP models trained
on large datasets. It offers well-trained and robust
models for pre-training purposes. Based on the
original CLIP architecture, OpenCLIP maintains
similar accuracy when trained on the same dataset.
However, it extends its training to datasets like
LAION-400M, LAION-2B, and DataComp-1B.
Unlike the original CLIP, OpenCLIP introduces var-
ious image and text encoder configurations, includ-
ing the OPENCLIP VIT-B/32 XLM-ROBERTA

BASE used in this work.

Non-English CLIPs. Bianchi et al. (2021) in-
troduce the first non-English CLIP-based models.
The Italian CLIP model, unlike the original CLIP
model, is trained using networks previously pre-
trained in text and image tasks. It employs 1.4 mil-
lion samples from translated datasets.

The Chinese CLIP (Yang et al., 2022a) explores
different training approaches. The most effective
architecture combines a pre-trained model with
the LiT (Locked-image text Tuning) strategy (Zhai
et al., 2022), freezing the text encoder until stability
and extensive parameter training. Training data
comprises 200 million image-text pairs.

The Korean CLIP (KELIP) model (Ko and Gu,
2022) focuses on training from scratch using sub-
stantial data and language-specific techniques. It
involves self-supervised pre-training of the image
encoder and alignment with the English CLIP ver-
sion. The training dataset comprises 1.1 billion
examples, including 708 million Korean samples.

Multilingual CLIPs. M-CLIP (Multilingual
CLIP) (Carlsson et al., 2022) builds on the
pre-trained CLIP model, using its text encoder
while discarding the visual encoder. It employs a
teacher-learning technique to transfer knowledge
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from a pre-trained teacher network to new lan-
guage models. M-CLIP is applied to 68 languages,
translated versions of datasets by the MarianMT
model (Junczys-Dowmunt et al., 2018).

AltCLIP (Altering the Language Encoder in
CLIP) (Chen et al., 2023) introduces a bilingual
model for Chinese and a multilingual one for 11 lan-
guages. Like M-CLIP, the teacher-learning tech-
nique uses only the textual model across various
languages. However, AltCLIP differs by incor-
porating English text distillation, human-curated
translations, and a final fine-tuning phase. It also
uses the LiT strategy to freeze the image encoder.

Data-Centric Approaches. Multimodal learning
has been mainly explored through algorithmic de-
signs, often treating datasets as monolithic. San-
turkar et al. (2023) reveal that CLIP’s performance
depends on three pre-training datasets properties:
dataset size, caption descriptiveness, and caption
variability for each image. They employ BLIP
(Bootstrapping Language-Image Pre-training) (Li
et al., 2022b) to generate new captions to address
limited text diversity, improving CLIP performan-
ce. Similarly, Fan et al. (2023) propose LaCLIP
(Language augmented CLIP) that uses LLM (Large
Language Model) to rewrite captions to increase
the text diversity within text-image pairs in the
pre-training dataset. However, the decoupled text-
generation process might limit effectiveness in
datasets with non-descriptive captions (Nguyen
et al., 2023).

Our work is related to Fan et al. (2023) and
Nguyen et al. (2023). However, their studies focus
on English captions during training and require ex-
tensive computational resources. In contrast, our
research addresses a constrained scenario with lim-
ited computational power — a single GPU — and
a lack of annotated datasets in the target language.
We leverage multilingual OpenCLIP and English-
annotated open datasets to enhance model perfor-
mance in Portuguese. Our method, centered on
Portuguese-translated captions, can be extended
to other languages, making it well-suited for low-
resource language challenges.

3 Method

This section details our approach, including gen-
erating captions, translating them into Portuguese,
and integrating these new captions into the training
pipeline. It also describes optimization through
LoRA and gradient checkpointing, effectively

reducing the computational resources for CLIP
model training. Figure 2 illustrates the main com-
ponents of CAPIVARA.

3.1 Model Architecture
We use the pre-trained multilingual model
OPENCLIP VIT-B/32 XLM-ROBERTA BASE2

(OPENCLIP for short). This model utilizes XLM-
RoBERTa Base (Conneau et al., 2020) and ViT
Base (Dosovitskiy et al., 2020) with 32×32 resolu-
tion as text and image encoder, respectively. The
model was pre-trained on LAION-5B (Schuhmann
et al., 2022) for 12.8B steps and a batch size of 90k.
We employ base versions of the encoders, as larger
models would demand significantly greater compu-
tational resources for both training and inference.
This consideration is crucial when addressing the
low-resource language community.

3.2 Datasets
We use CC3M (Sharma et al., 2018) and modifica-
tions over it to fine-tune the OPENCLIP model to
improve its performance in Portuguese. For zero-
shot text-to-image and image-to-text retrieval tasks,
we use PraCegoVer (dos Santos et al., 2022), which
is composed of images annotated originally with
Portuguese texts, and our Portuguese-translated
versions of MS COCO (Lin et al., 2014) and
Flickr30k (Plummer et al., 2017). We also trans-
late the labels from ImageNet (Deng et al., 2009)
and the ELEVATER benchmark datasets (Li et al.,
2022a) for image classification.

3.3 Dataset Filtering
Similar to Schuhmann et al. (2022); Gadre et al.
(2023), we apply CLIP score filtering. Thus, we
discard examples where the cosine similarity, com-
puted by OPENCLIP VIT-B/32 XLM-ROBERTA

BASE, between the image and text embeddings is
lower than 0.20. We employ this method to CC3M,
naming the resulting dataset as CC3M-Filtered. We
also apply this method to PraCegoVer3, used as a
test set, to remove unrelated image-text pairs.

3.4 Dataset Re-annotation & Translation
CLIP is a framework based on contrastive learn-
ing to train a multimodal model. In its pipeline,
a large batch of image-text pairs (xI , xT ) is sam-
pled at each training step. Then, the image and

2
https://huggingface.co/laion/

CLIP-ViT-B-32-xlm-roberta-base-laion5B-s13B-b90k
3PraCegoVer filtered version: https://zenodo.org/records/

7548638.

186

https://huggingface.co/laion/CLIP-ViT-B-32-xlm-roberta-base-laion5B-s13B-b90k
https://huggingface.co/laion/CLIP-ViT-B-32-xlm-roberta-base-laion5B-s13B-b90k
https://zenodo.org/records/7548638
https://zenodo.org/records/7548638


Text Encoder

Or

LoRA-tuning

Linear layer

...

 LoRA+

XLM-RoBERTa block

Feed Forward

 Self-Attention

...

Fine-tuning

XLM-RoBERTa block

Linear layer

Captions
(Portuguese)Image

Captioning

Synthetic
Captions
(English)

Translator

InfoNCE

Image
Encoder

Fine-tune

Frozen

Training
dataset

( )Caption
(English)

,

 LoRA+

XLM-RoBERTa block

Feed Forward

 Self-Attention
XLM-RoBERTa block

2 hours to train
8.5 GB in GPU memory
300K trainable parameters

Figure 2: CAPIVARA overview. In our framework, the training dataset comprehends images annotated with English
captions. To enhance the annotations, we use an image captioning model to generate synthetic captions for the
images. Then, both original and synthetic captions are translated from English to the target language, in our case,
Portuguese. We freeze the image encoder and fine-tune the text encoder using the translated captions to align the
visual representation by optimizing the InfoNCE loss. While it is possible to fine-tune the entire text encoder,
such an approach is resource-intensive. Thus, we propose an optimization method based on LoRA-tuning that can
significantly reduce the associated computational cost and speed up the training time.

text features are extracted by the respective en-
coders fT and fI and are used to compute InfoNCE
loss (Oord et al., 2018) as follows:

LInfoNCE(x, y)=−
B∑

i=1

log
exp(sim(xi, yi)/τ

B∑

j=1

exp(sim(xi, yj))/τ

, (1)

LCLIP = LInfoNCE(fI(aug(xI)), fT (xT )), (2)

where B is the batch size, τ is a learnable temper-
ature to scale the logits, sim(·) and aug(·) stands
for cosine similarity and augmentation operation,
respectively.

In the original proposal, only images are aug-
mented as indicated in Equation 2, which might
limit the text guidance to the image encoder. Fan
et al. (2023) propose to use LLM to augment texts
in addition to the image augmentation, as shown in
Equation 3. However, this text-generation process
does not consider the image content.

Ltext aug.=LInfoNCE(fI(aug(xI)), fT (aug(xT ))). (3)

We propose to use BLIP24 to generate new cap-
tions conditioned on the images from CC3M. In

4
https://huggingface.co/Salesforce/blip2-opt-2.7b

contrast to Nguyen et al. (2023), and drawing inspi-
ration from LaCLIP (Fan et al., 2023), we propose
to generate multiple captions for each image in
the dataset by passing different prefixes to BLIP2.
Our approach addresses the limitation of LaCLIP
and has the advantage of generating multiple cap-
tions per image, which is a drawback of Nguyen
et al. (2023). Still, as BLIP2 is a monolingual
model, we decided to generate the captions in En-
glish and then translate them into Portuguese using
Google Translate5. Therefore, our text augmen-
tation comprehends generating English captions
with BLIP2 and translating them into Portuguese.
During training, for each image, we randomly sam-
ple a caption among the original and the generated
ones to fine-tune the text encoder. Hence, at each
epoch, a different text can be selected for each im-
age. For evaluation, we translate the annotations
from Flickr30k and MS COCO, and the labels from
ImageNet and ELEVATER.

3.5 Training

This work takes place within the context of limited
computational resources. We apply many tech-
niques to reduce the cost of fine-tuning the OPEN-

5
https://translate.google.com.br
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CLIP. First, we use Gradient Checkpointing (Chen
et al., 2016), which reduces the memory usage to
O(

√
n) when training n layers. This method re-

moves the layers’ activation after the forward pass
and recalculates them during the backward pass
if necessary. Using this technique, we achieved a
considerable reduction in GPU memory usage.

Another method contributing to memory reduc-
tion is LiT (Zhai et al., 2022), which only trains
the text encoder while keeping the image encoder
frozen. The motivation for training only the text
encoder is that the image encoder has already un-
dergone extensive pre-training and can produce
good representations for images. Hence, we train
the text encoder with captions in Portuguese so
that this model learns to align the text embeddings
to fixed image features, producing a multimodal
embedding space. This strategy speeds up training
and reduces memory since the image encoder does
not compute gradients.

Finally, we also apply LoRA (Hu et al., 2021) to
reduce the number of trainable parameters, reduc-
ing the memory needed to train the models and the
training time. LoRA involves a re-parameterization
of the dense layers as follows:

h = Wox+
α

r
BAx, (4)

where Wo ∈ Rd1×d2 is the frozen pre-trained
weight matrix, h is the result of the re-
parameterization, A ∈ Rr×d2 and B ∈ Rd1×r are
decomposition matrices and r < min(d1, d2) is
the low-dimensional rank of the decomposition, an
α is a hyperparameter for scale. Similar to Hu et al.
(2021), we use LoRA in the query (Q) and value (V)
self-attention modules from the text encoder.

The original OPENCLIP consists of 366M pa-
rameters. Applying LiT strategies reduces this
number to 88M trainable parameters (24% of the to-
tal). Further integration of LoRA reduces the train-
able parameters to only 0.1% (300k). We report all
the training hyperparameters in Appendix A.1.

3.6 Evaluation
To evaluate the proposed framework’s generaliza-
tion capacity, we follow the typical procedure of
evaluating pre-trained models (Radford et al., 2021;
Yang et al., 2022a; Ko and Gu, 2022) in zero-shot
cross-modal retrieval (text-to-image and image-to-
text retrieval) and zero-shot image classification.

Zero-shot Cross-modal Retrieval: We eval-
uate our methods on three cross-modal retrieval
datasets: PraCegoVer, MS COCO, and Flickr30k.

PraCegoVer is a multimodal dataset with native
Portuguese captions based on Instagram posts.
We built upon the conventional MS COCO and
Flickr30k datasets, using Google Translate to
translate all captions to Portuguese. To assess
cross-modal retrieval performance, we adopted
the recall@K evaluation metric, where K =
{1, 5, 10}, and the mean recall, representing the
average recall value across the recall@K instances.

Zero-shot Image Classification: We evaluate
our pre-trained models on ImageNet-1k (Deng
et al., 2009) and on ELEVATER image classifi-
cation toolkit (Li et al., 2022a). It contains 20
datasets designed for image classification tasks
across various domains and an easy-to-use toolkit
to evaluate pre-trained language-augmented visual
models. To accommodate evaluation in the Por-
tuguese language, we manually translated the la-
bels for each dataset, as well as the templates, fol-
lowing the methodology outlined in (Radford et al.,
2021). In the evaluation process, ImageNet-1k em-
ploys the top-1 accuracy metric. Appendix A.2
provides the specific metrics for each dataset in
ELEVATER benchmark.

4 Experiments and Results

This section presents a comprehensive set of exper-
iments designed to investigate the effects of dataset
filtering and the specific influence of each mod-
ule within our framework, CAPIVARA. To reduce
the effects of randomness, we ran each experiment
setup three times. We also focus on zero-shot tasks
involving images and Portuguese texts. Since no
CLIP model is publicly available for Portuguese,
we adopt as baseline the pre-trained multilingual
model OPENCLIP due to its state-of-the-art perfor-
mance in many tasks with Portuguese captions.

Dataset Filtering & CAPIVARA. We investigate
two data-centric approaches: filter the training set
by selecting promising samples capable of remov-
ing noise, and annotation enhancement with our
proposed framework. Using CAPIVARA, for each
image in CC3M, we add 10 synthetic captions, gen-
erated with BLIP2, besides the original caption. We
comprehensively analyze the impact of the dataset
filtering presented in Sec. 3.3 and the effectiveness
of CAPIVARA in cross-modal retrieval tasks on
Flickr30k, MS COCO (with Portuguese-translated
captions), and PraCegoVer datasets.

Table 1 shows the results of the text-to-image
(txt2img) and image-to-text (img2txt) retrieval
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tasks conducted on OPENCLIP. These results en-
compass models fine-tuned and trained using the
CAPIVARA framework on the original CC3M
dataset and its filtered version, CC3M-Filtered. In
Table 1, the columns “Synth.” and “Trans.” indi-
cate which settings include synthetic captions and
whether or not the captions are translated.

Employing the CC3M with translated captions,
fourth row in Table 1, for fine-tuning increases the
mean recall score by roughly 2 percentage points
(pp.) in text-to-image and image-to-text retrieval
tasks on Flickr30k and MS COCO, compared to
the baseline, OPENCLIP. However, for the PraCe-
goVer dataset, a decline of 1.6 pp. in text-to-image
retrieval and a more significant drop of 9.3 pp. in
image-to-text retrieval are observed. Comparing
the fine-tuning using CC3M and CC3M-Filtered,
one can note an average enhancement of 0.9 pp. in
mean recall score for text-to-image retrieval and
a 0.4 pp. improvement for image-to-text retrieval
across all three datasets.

In addition, as an intermediate step in our archi-
tecture, we employ synthetic captions to mitigate
noise in the training data. To illustrate the perfor-
mance gains, we compare the results of only trans-
lating the training set and translating and generating
synthetic captions (CAPIVARA), fourth and sixth
rows in Table 1, respectively. For the Flickr30k
dataset, we observe a 1.1 pp. improvement in text-
to-image retrieval with synthetic captions, with no
significant difference in image-to-text retrieval. On
the MS COCO dataset, we note a 1.5 pp. increase in
text-to-image retrieval and a 1.2 pp. gain in image-
to-text retrieval. Additionally, when evaluating the
PraCegoVer dataset under the same conditions, we
find a 2.6 pp. improvement in text-to-image re-
trieval and a 4.7 pp. gain in image-to-text retrieval.
Thus, in most cases, using synthetic data as a means
of data augmentation and noise reduction yields a
positive impact. Details about the impact of the
number of synthetic captions in the performance
are shown in Table A6 (Appendix A.3).

The most significant performance gains over the
baseline are achieved using CAPIVARA. For in-
stance, the model trained on CC3M with CAPI-
VARA, sixth row, yields a 3.5 pp. improvement
in text-to-image retrieval for Flickr30k and MS
COCO and 1 pp. enhancement on PraCegoVer.
Notably, in image-to-text retrieval, CAPIVARA
(CC3M) increases 2 pp. on Flickr30k and it has a re-
markable 4.7 pp. gain on MS COCO over the base-

line. Also, models trained on CC3M and CC3M-
Filtered with CAPIVARA demonstrate similar per-
formance levels. These experiments demonstrate
the effectiveness of our proposal, CAPIVARA, in
enhancing multilingual CLIP performance in Por-
tuguese.

Caption Translation. We also investigate the
impacts of automatic translations of captions in
the final model performance for Portuguese texts.
We conducted experiments training the model on
datasets containing only English annotations (i.e.,
CC3M + no-translation and CC3M + no-translation
+ synthetic captions), and their counterparts trans-
lated into Portuguese using Google Translate (i.e.,
CC3M + translation and CC3M + translation +
synthetic captions). The evaluation comprehends
Flickr30k, MS COCO, and PraCegoVer datasets
with only Portuguese captions, particularly images
in PraCegoVer that are originally annotated in Por-
tuguese. We present the results in Table 1.

One can note a substantial improvement when
translating annotations within the training dataset.
Specifically, models trained on datasets containing
Portuguese annotations exhibit an average increase
of 2.5 pp. in text-to-image mean recall scores com-
pared to their English-trained counterparts. Sim-
ilarly, employing Portuguese-translated captions
leads to a mean recall improvement of 1.6 pp. for
image-to-text retrieval on both the Flickr30k and
MS COCO datasets. Fine-tuning with the original
CC3M (i.e., CC3M + no-translation) hampers text-
to-image performance across all three datasets and
drops notable 7 pp. the mean recall in image-to-text
on PraCegoVer. By training the model on trans-
lated synthetic captions, CAPIVARA consistently
outperformed all the other settings. Our method
increases the average performance in 3.2 pp. com-
pared to fine-tuning on the original CC3M dataset.
This experiment highlights the importance of in-
cluding the automatic translation of captions into
the target language, Portuguese, in our training
pipeline.

Training Pipeline Optimization. This work is
inserted in a context of restricted computational
resources, in which only a single RTX Quadro
8000 GPU is available. In this way, we propose a
method to optimize our training pipeline, detailed
in Sec. 3.5. It combines LiT, Gradient Checkpoint-
ing (G. Checkpt), and LoRA techniques. In this
section, we investigate the impacts of this opti-
mization in terms of model performance and cost
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Table 1: Impact analysis of synthetic captions (Synth.) and translation (Trans.) on our framework. This table
compares the performance of CLIP fine-tuning on English and Portuguese-translated texts, both with and without
the addition of synthetic captions. It shows the experimental results in cross-modal retrieval on Flickr30k and MS
COCO with captions translated into Portuguese, and PraCegoVer. We report the average and standard deviation of
mean recall for text-to-image (txt2img) and image-to-text (img2txt) retrieval tasks. Our CAPIVARA achieves the
best performance across datasets, highlighting its efficacy in enhancing pre-trained multilingual CLIP.

Flickr30k MS COCO PraCegoVer
Method/Model Training dataset Synth. Trans. txt2img img2txt txt2img img2txt txt2img img2txt
OPENCLIP (Baseline) 76.23 87.93 52.62 66.55 65.36 69.43

OPENCLIP
+ Fine-tuning

CC3M ✗ ✗ 75.78 ± 0.02 88.78 ± 0.04 52.28 ± 0.01 68.18 ± 0.01 61.41 ± 0.00 62.35 ± 0.01
CC3M ✓ ✗ 77.08 ± 0.02 89.01 ± 0.03 53.87 ± 0.01 70.04 ± 0.02 64.01 ± 0.01 66.43 ± 0.01
CC3M ✗ ✓ 78.42 ± 0.02 90.02 ± 0.05 54.77 ± 0.01 70.06 ± 0.01 63.79 ± 0.01 60.10 ± 0.00
CC3M-Filtered ✗ ✓ 79.02 ± 0.01 89.49 ± 0.02 55.46 ± 0.01 69.52 ± 0.02 65.11 ± 0.01 62.29 ± 0.01

CAPIVARA
CC3M ✓ ✓ 79.56 ± 0.01 89.95 ± 0.04 56.27 ± 0.01 71.24 ± 0.01 66.40 ± 0.01 64.75 ± 0.01
CC3M-Filtered ✓ ✓ 79.67 ± 0.01 89.97 ± 0.04 56.32 ± 0.01 71.06 ± 0.01 66.55 ± 0.01 65.06 ± 0.01

Table 2: Impact of optimization techniques. We evaluate
training models on CC3M with CAPIVARA combined
with many optimization techniques. We report the exper-
imental results in terms of mean recall in text-to-image
(txt2img), and image-to-text (img2txt) and memory (M)
and training time cost (T). Our optimization method
leads to the best training time and computational cost
while performing similarly to other approaches.

Flickr30k MS COCO PraCegoVer M
(GB)

T
(h)Optimization txt2img img2txt txt2img img2txt txt2img img2txt

OPENCLIP
(Baseline) 76.23 87.93 52.62 66.55 65.36 69.43 - -

C
A

PI
VA

R
A

LiT +
G.Checkpt

79.56
± 0.01

89.95
± 0.04

56.27
± 0.01

71.24
± 0.01

66.44
± 0.01

66.57
± 0.01

38 31

LiT +
G.Checkpt +
LoRA

79.51
± 0.04

89.50
± 0.03

55.56
± 0.01

69.63
± 0.04

67.07
± 0.02

68.14
± 0.01

21.5 16

LiT +
G.Checkpt +
LoRA +
1500 steps +
BS=1000

79.39
± 0.05

89.13
± 0.08

55.49
± 0.06

69.26
± 0.05

66.89
± 0.04

67.93
± 0.01

8.5 2

reduction. All experiments include LiT and gra-
dient checkpointing, otherwise, we could not run
the training in our infrastructure. In addition, we
conducted experiments to assess the impact of in-
cluding LoRA in our training pipeline. To compare
the computational cost among the settings, we fixed
the GPU architecture, and we trained the models
with batch size (BS) equal to 2816 for 5863 steps,
except for LiT + G. Checkpt + LoRA + 1500 steps +
BS=1000, trained with a batch size of 1000 samples
for only 1500 steps. Still, we demonstrate that it is
possible to reduce the batch size and the number of
training steps and reach a competitive performance.

Table 2 shows experimental results. Our initial
attempt to fine-tune the complete CLIP model en-
countered infrastructure limitations, hindering its
execution. We overcame this constraint by utilizing
LiT and gradient checkpointing, which enabled the
training process. Comparison between the setups,
namely LiT + G. Checkpt and LiT + G. Checkpt
+ LoRA, reveals that LoRA substantially reduces
memory usage by over 40% and cuts training time
in half. The model trained with LoRA had a per-

Table 3: Summary of the models and resources in-
vested in their training, considering the dataset size,
the GPU/TPU used, and the required training time.

Model Language # Dataset size GPU/TPU Training time
Italian CLIP Italian 1.4M 2 TPUs 14 days
Chinese CLIP Chinese 200M 128 V100 (2048 GB) 7.5 days
Korean CLIP Korean 708M 80 A100 (640 GB) 15.7 days
LaCLIP English 365M 32 V100 (512 GB) –
AltCLIP Multilingual 38M/115M – –
M-CLIP Multilingual 3.3M – –

CAPIVARA Portuguese 3.3M 1 Quadro RTX 2 hours8000 (48 GB)

formance similar to the one that fine-tunes the en-
tire text encoder on Flickr30k, but it decreases by
1.2 pp. the average performance on MS COCO.

In addition, the model trained with our opti-
mization technique LiT + G. Checkpt + LoRA
+ 1500 steps + BS=1000 presented a decline of
0.2 pp. compared to LiT + G. Checkpt + LoRA.
Using our optimization method can remarkably re-
duce the GPU memory (from 38 GB to 8.5 GB) and
training time (from 31h to 2h), yet outperform the
baseline by 2.5 pp. across the tasks. Our training
pipeline requires very modest computational re-
sources compared to the literature, as shown in Ta-
ble 3. These experiments demonstrate that our opti-
mization method can effectively reduce the cost of
fine-tuning CLIP, allowing researchers with restric-
ted computing resources to conduct experiments.

Low-resource Languages. To demonstrate the
effectiveness of CAPIVARA in improving pre-
trained multilingual CLIP performance on low-
resource languages, we expand our investigation to
include Xhosa and Hindi. Figure 1 compares the
performance between the pre-trained OPENCLIP
(baseline) and the models trained by employing
the whole CAPIVARA optimized pipeline, which
refers to the setting LiT + G. Checkpt + LoRA +
1500 steps + BS=1000, named CAPIVARA + Opt.,
for text-to-image and image-to-text retrieval tasks
on Flickr30k and MS COCO. This experiment em-
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ploys our optimized training pipeline (Sec. 4), train-
ing models for 2 hours on a single GPU Quadro
RTX 8000 with a memory usage of 8.5 GB.

The baseline presents the weakest performance
in Xhosa across all tasks, with mean recall close
to zero in MS COCO and 3 and 10 in text-to-
image and image-to-text on Flickr30k, respectively.
CAPIVARA increases the average performance
in this language by 6.5 pp. on Flickr30k and MS
COCO. The most significant improvement can be
noted in Hindi. A remarkable increase of 15 pp. on
MS COCO and 21 pp. on Flickr30k is obtained
with CAPIVARA. This experiment shows that
CAPIVARA effectively boosts the pre-trained mul-
tilingual CLIP’s performance in other low-resource
languages with a low computational cost.

Image Classification. In addition to zero-shot
cross-modal retrieval tasks, we also evaluate our
models in zero-shot image classification across
21 datasets. The results are presented in Table 4.
In the context of ELEVATER, training CLIP with
CAPIVARA yielded an average improvement of
0.6 pp. over our baseline. We plot the bar chart
in Figure A1 to thoroughly analyze the perfor-
mance gap between the baseline and the model
trained with CAPIVARA for each dataset within
ELEVATER. Our method consistently surpassed
the baseline across most datasets, yielding sub-
stantial accuracy improvements of 5.53 pp., 5.15
pp., and 3.07 pp. for KITTI-Distance, MNIST,
and GTSRB, respectively. Regarding ImageNet-
1k, CAPIVARA exhibited a performance gain of
0.2 pp. compared to the baseline. In addition, the
model’s performance trained with CAPIVARA +
Opt. is close to our baseline. Hence, LoRA-tuning
for 1500 steps keeps the average performance on
zero-shot image classification, whereas it improves
considerably the performance on zero-shot cross-
modal retrieval.

Carbon Footprint. Despite the remarkable
achievements of large language models, their de-
ployment requires substantial computational power,
resulting in significant energy usage. For instance,
models such as GPT-3 and BLOOM consumed
approximately 1,287 MWh and 433 MWh, respec-
tively, in their training, corresponding to 502 tonnes
of CO2 and 25 tonnes of CO2 emissions (Maslej
et al., 2023). The BLOOM model’s carbon foot-
print alone surpasses an average American’s annual
carbon emissions by 1.4 times. The energy con-
sumed during BLOOM’s training could power a

Table 4: Zero-shot image classification performance on
ELEVATER and ImageNet-1k.

Dataset OPENCLIP
(Baseline) CAPIVARA CAPIVARA + Opt.

Caltech-101 84.53 ± 0.00 82.97 ± 0.03 83.68 ± 0.02

CIFAR-10 93.99 ± 0.00 93.85 ± 0.00 93.93 ± 0.03

CIFAR-100 68.44 ± 0.00 69.37 ± 0.01 68.87 ± 0.01

Country-211 17.82 ± 0.00 17.61 ± 0.00 17.32 ± 0.02

DTD 41.17 ± 0.00 42.34 ± 0.04 41.79 ± 0.07

EuroSAT 47.16 ± 0.00 47.77 ± 0.02 48.85 ± 0.12

FER-2013 48.65 ± 0.00 46.68 ± 0.05 46.85 ± 0.13

FGVC-Aircraft 26.30 ± 0.00 25.49 ± 0.01 25.54 ± 0.09

Food-101 65.06 ± 0.00 64.58 ± 0.01 64.46 ± 0.00

GTSRB 43.27 ± 0.00 46.34 ± 0.01 44.66 ± 0.06

Hateful-Memes 56.50 ± 0.00 56.17 ± 0.00 56.81 ± 0.03

KITTI-Distance 28.41 ± 0.00 33.94 ± 0.13 28.27 ± 0.11

MNIST 54.99 ± 0.00 60.14 ± 0.04 55.00 ± 0.10

Oxford Flowers-102 50.88 ± 0.00 49.93 ± 0.02 51.99 ± 0.12

Oxford-IIIT Pets 81.56 ± 0.00 79.37 ± 0.00 80.90 ± 0.09

PatchCamelyon 50.96 ± 0.00 51.71 ± 0.01 52.39 ± 0.07

Rendered-SST2 54.20 ± 0.00 54.82 ± 0.03 52.94 ± 0.04

RESISC-45 58.51 ± 0.00 59.71 ± 0.01 56.93 ± 0.01

Stanford-Cars 84.93 ± 0.00 85.10 ± 0.02 84.90 ± 0.06

PASCAL VOC-2007 82.09 ± 0.00 82.29 ± 0.00 81.99 ± 0.02

Average 56.97 ± 0.00 57.51 ± 0.02 56.90 ± 0.06

ImageNet-1k 45.84 ± 0.00 46.06 ± 0.01 45.65 ± 0.02

Table 5: Average costs per trained model in terms
of energy consumption and equivalent CO2 emissions
(CO2-eq), compared with the number of trainable pa-
rameters (# Param.). All the models were trained with
a batch size (BS) of 2816 for 5863 steps, except for
CAPIVARA + LoRA + 1500 steps / BS=1000.

Model # Param. Energy CO2-eq
Gopher 280 B 1,066 MWh 352 tonnes
BLOOM 176 B 433 MWh 25 tonnes
GPT-3 175 B 1,287 MWh 502 tonnes
OPT 175 B 324 MWh 70 tonnes
CAPIVARA 278 M 6.49 kW 0.50 kg
CAPIVARA + LoRA 1.9 M 5.67 kW 0.43 kg
CAPIVARA + LoRA
+1500 steps / BS=1000

1.9 M 0.22 kW 0.017 kg

household in the United States for up to 41 years.
To compare energy consumption between our

model and larger language models, we employed
the codecarbon tool (Courty et al., 2023). The re-
sults are shown in Table 5. As other CLIP-like
models do not provide energy and carbon expendi-
ture data, we present a comparison with other large
language models for which such data is available
in the literature (Maslej et al., 2023). For the base-
line model, the energy usage amounted to 6.4 kW,
resulting in 0.5 kg of CO2 equivalent emissions.
Applying LoRA and reducing the number of train-
ing steps decreased energy consumption to 5.6 kW
and 1.8 kW, respectively, resulting in 0.4 kg and
0.1 kg of CO2 equivalent emissions. These calcu-
lations are based on Brazil’s energy mix, where
hydropower is the primary energy source. This cal-
culation does not include the carbon footprint of
the initial pre-training performed by OPENCLIP,
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but only the training with CAPIVARA. We aim to
advance sustainable AI systems development by
employing these techniques and optimizing train-
ing times.

5 Conclusion

This work demonstrates the potential challenges of
fine-tuning multilingual CLIP models within low-
resource languages due to noisy annotations. To
address this issue, we introduce CAPIVARA,
a cost-effective framework that leverages image
captioning models to enhance the dataset annota-
tions. We conducted extensive experiments involv-
ing dataset filtering, re-annotation, and automatic
translation. CAPIVARA effectively boosts OPEN-
CLIP performance for Portuguese texts, achiev-
ing state-of-the-art results in many zero-shot tasks.
Our findings show the importance of dataset re-
annotation and automatic translation.

We also propose optimizing our training pipeline
using LiT, including LoRA and gradient check-
pointing. Our results show a substantial improve-
ment in Portuguese performance by fine-tuning the
pre-trained OPENCLIP in a single GPU for 2 hours,
and only 8.5 GB of memory — considerably mod-
est compared to literature. Moreover, we demon-
strate that our framework is readily extensible to
other low-resource languages.

A direction for future research involves investi-
gating the scalability of the proposed approach in
terms of dataset and model size, building upon its
success with base models. We also plan to explore
different image captioning models and text decod-
ing methods. Due to the cost of generating syn-
thetic captions and translating them to Portuguese,
there is interest in automating the process, pos-
sibly by improving BLIP2’s performance in Por-
tuguese. Besides, due to the success of LoRA,
other parameter-efficient fine-tuning can be ex-
plored. Lastly, an interesting research question
remains open: “how many examples annotated in a
low-resource language are necessary to achieve a
performance comparable to English?”.

Limitations

Model. Unlike other studies that compare mod-
els with varying architectures and sizes (Radford
et al., 2021; Yang et al., 2022a; Li et al., 2022c;
Mu et al., 2022), our research focuses on specific
choices: the ViT-B/32 as image encoder and the
XLM-Roberta Base as text encoder. Future work

will explore different model sizes within our bud-
get and consider alternative fine-tuning approaches,
such as Parameter-Efficient Fine-Tuning (PEFT)
(Liao et al., 2023).

Data. Recent efforts to adapt CLIP for specific
languages (Ko and Gu, 2022; Yang et al., 2022a;
Bianchi et al., 2021) have typically used datasets
much larger than our study. Investigating scalabil-
ity using training datasets could reveal the optimal
trade-off between cost and performance.

Generating captions in languages such as Por-
tuguese involves two steps: caption generation and
machine translation; due to the lack of robust non-
English image captioning models. Hence, future
research could focus on fine-tuning image caption-
ing models for target languages to streamline the
process and improve accuracy. Our study used the
BLIP2 model for caption generation, but exploring
alternative models could enhance results.

An additional limitation is the prevalent use of
machine-translated datasets in various multilingual
datasets (Carlsson et al., 2022; Jain et al., 2021;
Yang et al., 2022a; Bianchi et al., 2021). However,
these datasets may not effectively capture unique
expressions, cultural nuances, and proper nouns,
leading to bias over-amplification, where biases
from the source text become exaggerated in the
translated output (Hovy and Prabhumoye, 2021;
Prabhumoye et al., 2021; Hovy et al., 2020).

Ethics Statement

CAPIVARA is a cost-efficient framework designed
to enhance the performance of multilingual CLIP
models in low-resource languages. For this pur-
pose, CAPIVARA augments text data using image
captioning and machine translation to generate mul-
tiple synthetic captions in low-resource languages,
and the training pipeline is optimized with LiT,
LoRA, and gradient checkpointing to alleviate the
computational cost. Intended to be used for general
tasks, the model learns to represent in a joint space
texts and images. It can be employed in text-to-
image, image-to-text retrieval, and image classifi-
cation tasks. The developed model is particularly
intended for scientific researchers.

Based on known problems with image and lan-
guage models, the model may present lower perfor-
mance for under-represented and minority groups
(Bender et al., 2021). To adapt the model to low-
resource languages, we use texts translated from
English; thus, the model does not represent the cul-
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tural and local aspects of the countries that speak
these target languages. This can lead to linguis-
tic biases and a lack of representativeness for the
target groups.

The datasets used comprehend texts from the in-
ternet and carry biases; thus, the model may per-
form differently for data collected from other
sources. Also, the datasets may contain data with
cultural, political, or religious positioning.

Furthermore, CAPIVARA does not generate any
type of data that could pose a risk to human life.
However, our model can be adapted for other spe-
cific tasks, e.g., image or text generation, which
could contribute to generating false information
and harming people. CAPIVARA is a framework
that aims to improve performance for low-resource
languages. However, our results show that despite
the significant improvements achieved with CAPI-
VARA, there is still a considerable gap between the
model performance with English texts and texts
in low-resource languages. Further research is
needed to improve performance across languages
and incorporate cultural and linguistic elements
into the model.

Since language models require large computa-
tional, environmental, and financial resources (Ben-
der et al., 2021), CAPIVARA optimizes its training
pipeline, resulting in a smaller carbon footprint
than traditional fine-tuning. More details about eth-
ical considerations can be found in Model Cards
(Appendix A.6).

Acknowledgements

This project was supported by the Ministry of
Science, Technology, and Innovation of Brazil,
with resources granted by the Federal Law 8.248
of October 23, 1991, under the PPI-Softex.
The project was coordinated by Softex and
published as Intelligent agents for mobile plat-
forms based on Cognitive Architecture technology
[01245.013778/2020-21].

D.A.B.M. is partially funded by FAPESP
2023/05939-5. A.I.F., T.S., N.S. are partially
funded by Centro de Excelência em Inteligên-
cia Artificial (CEIA), da Universidade Federal
de Goiás (UFG). E.L.C. is partially funded by
CNPq 315468/2021-1. H.P. is partially funded by
CNPq 304836/2022-2. S.A. is partially funded
by CNPq 315231/2020-3, FAPESP 2013/08293-
7, 2020/09838-0, Google Award for Inclusion Re-
search 2022.

References
Emily M Bender, Timnit Gebru, Angelina McMillan-

Major, and Shmargaret Shmitchell. 2021. On the
dangers of stochastic parrots: Can language mod-
els be too big? In ACM Conference on Fairness,
Accountability, and Transparency, pages 610–623.

Federico Bianchi, Giuseppe Attanasio, Raphael Pisoni,
Silvia Terragni, Gabriele Sarti, and Sri Lak-
shmi. 2021. Contrastive language-image pre-
training for the italian language. arXiv:2108.08688.
ArXiv:2108.08688 [cs].

Lukas Bossard, Matthieu Guillaumin, and Luc Van Gool.
2014. Food-101–mining discriminative components
with random forests. In European Conference on
Computer Vision, pages 446–461. Springer.

Fredrik Carlsson, Philipp Eisen, Faton Rekathati, and
Magnus Sahlgren. 2022. Cross-lingual and multilin-
gual clip. In Language Resources and Evaluation
Conference, page 6848–6854.

Tianqi Chen, Bing Xu, Chiyuan Zhang, and Carlos
Guestrin. 2016. Training deep nets with sublinear
memory cost. arXiv preprint arXiv:1604.06174.

Zhongzhi Chen, Guang Liu, Bo-Wen Zhang, Qinghong
Yang, and Ledell Wu. 2023. AltCLIP: Altering the
language encoder in CLIP for extended language ca-
pabilities. In Findings of the Association for Compu-
tational Linguistics, pages 8666–8682. Association
for Computational Linguistics.

Gong Cheng, Junwei Han, and Xiaoqiang Lu. 2017.
Remote sensing image scene classification: Bench-
mark and state of the art. Proceedings of the IEEE,
105(10):1865–1883.

Mircea Cimpoi, Subhransu Maji, Iasonas Kokkinos,
Sammy Mohamed, and Andrea Vedaldi. 2014. De-
scribing textures in the wild. In IEEE Conference
on Computer Vision and Pattern Recognition, pages
3606–3613.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale. In An-
nual Meeting of the Association for Computational
Linguistics, pages 8440–8451. Association for Com-
putational Linguistics.

Benoit Courty, Victor Schmidt, Goyal-Kamal, Marion-
Coutarel, Boris Feld, Jérémy Lecourt, SabAmine,
Kngoyal, Mathilde Léval, Alexis Cruveiller, Oumi-
nasara, Franklin Zhao, Aditya Joshi, Alexis Bogroff,
Inimaz, Amine Saboni, Hugues De Lavoreille,
Niko Laskaris, Edoardo Abati, LiamConnell, Dou-
glas Blank, Ziyao Wang, Armin Catovic, Michał
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A.1 Hyperparameters

To facilitate the reproducibility of the work, we
present Tables A1 and A2. These tables contain
the hyperparameters used for the best models eval-
uated in the different experiments. Table A1 con-
tains only the hyperparameters used in the fine-
tuning of the OPENCLIP model for Portuguese.
Table A2 considers the hyperparameters with the
LoRA-tuning for the models with optimizations
and 1500 steps, in Portuguese, Hindi and Xhosa.

Table A1: Hyperparameters used in the fine-tuning.

Hyperparameters Value
Batch size 2816
Maximum token length 77
Optimizer Adam
Weight decay 0.2
Adam ϵ 1e-8
Adam β [0.9, 0.98]
Learning rate schedule CosineWarmupLR
Maximum learning rate 5e-7
Minimum learning rate 1e-7
# Steps 5863

Table A2: Hyperparameters used in LoRA-tuning.

Hyperparameters Value
LoRA r 8
LoRA Alpha 8
LoRA dropout 0
bias None
Target modules (query, value)
Modules to save projection
Batch size 1000
Maximum token length 77
Optimizer Adam
Weight decay 0.2
Adam ϵ 1e-8
Adam β [0.9, 0.98]
Learning rate schedule CosineWarmupLR
Maximum learning rate 1e-5
Minimum learning rate 1e-6
# Steps 1500

A.2 Results on ELEVATER and ImageNet-1k

In our supplementary experiments on ELEVATER
and ImageNet-1k benchmarks, summarized in Ta-
ble A3, we consistently observe that our approach
outperforms the baseline model across various se-
tups, with the exception of CAPIVARA + Opt. This
suggests that more training steps might be nec-
essary to fully leverage LoRA’s potential in fine-
tuning. Furthermore, Table A3 reveals the effect
of caption generation and filtering on the efficacy
of our method. By analyzing the scenarios with
synthetic captions, one can note that training with
multiple captions per image outperforms training
on only OPENCLIP + Fine-tuning both with or
without filtering. Notably, the optimal configura-
tion involves training with CAPIVARA on CC3M-
Filtered, resulting in a performance boost of 0.6
pp. over the baseline. Still, similar to the cross-
modal retrieval in Sec. A.3.1, we do not observe
a significant performance gain by augmenting the
number of generated captions. Table A4 provides
the specific metrics for each dataset in ELEVATER
benchmark.

Figure A1 presents the difference in performance
between fine-tuning with CAPIVARA and the base-
line, OPENCLIP. It can be noted that the majority
of datasets exhibit positive differences in perfor-
mance, indicating a favorable improvement over
the baseline with CAPIVARA. Notably, the model
trained with CAPIVARA led to substantial im-
provements of 5.53 and 5.15 pp. in two datasets,
namely KITTI-Distance and MNIST, respectively.
However, it is important to acknowledge instances
where the performance of our model under this con-
figuration falls short. Noteworthy cases include the
Oxford-IIIT Pets dataset, encompassing 37 distinct
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Table A3: Results on ELEVATER benchmark. Ablation without LoRA and with LoRA.

Dataset OPENCLIP
(Baseline)

OPENCLIP
+ Fine-tuning

OPENCLIP
+ Fine-tuning

(CC3M-Filtered)

CAPIVARA
(CC3M-Filtered)

CAPIVARA
CAPIVARA
+ 5 synth.
captions

CAPIVARA
+ 1 synth.

caption

OPENCLIP
+ Fine-tuning

+ LoRA

CAPIVARA
+ LoRA

CAPIVARA
+ Opt.

Caltech-101 84.53 ± 0.00 82.50 ± 0.01 82.23 ± 0.01 82.90 ± 0.00 82.97 ± 0.03 82.66 ± 0.00 82.87 ± 0.01 83.06 ± 0.07 83.70 ± 0.01 83.68 ± 0.02

CIFAR-10 93.99 ± 0.00 94.10 ± 0.00 93.93 ± 0.00 93.94 ± 0.00 93.85 ± 0.00 93.87 ± 0.00 93.96 ± 0.00 94.05 ± 0.01 93.96 ± 0.01 93.93 ± 0.03

CIFAR-100 68.44 ± 0.00 69.13 ± 0.01 68.98 ± 0.01 69.33 ± 0.01 69.37 ± 0.01 69.37 ± 0.01 69.27 ± 0.01 69.07 ± 0.00 68.97 ± 0.01 68.87 ± 0.01

Country-211 17.82 ± 0.00 17.80 ± 0.01 17.73 ± 0.01 17.63 ± 0.01 17.61 ± 0.00 17.79 ± 0.00 17.78 ± 0.00 17.63 ± 0.00 17.36 ± 0.02 17.32 ± 0.02

DTD 41.17 ± 0.00 42.36 ± 0.03 42.59 ± 0.03 42.59 ± 0.05 42.34 ± 0.04 42.62 ± 0.03 42.61 ± 0.00 41.52 ± 0.05 41.95 ± 0.05 41.79 ± 0.07

EuroSAT 47.16 ± 0.00 50.45 ± 0.04 50.51 ± 0.02 48.14 ± 0.03 47.77 ± 0.02 49.19 ± 0.05 50.03 ± 0.03 48.21 ± 0.02 48.53 ± 0.08 48.85 ± 0.12

FER-2013 48.65 ± 0.00 46.08 ± 0.03 46.78 ± 0.02 46.93 ± 0.03 46.68 ± 0.05 46.80 ± 0.01 46.44 ± 0.01 47.93 ± 0.01 47.00 ± 0.06 46.85 ± 0.13

FGVC-Aircraft 26.30 ± 0.00 25.56 ± 0.02 25.70 ± 0.01 25.52 ± 0.04 25.49 ± 0.01 25.74 ± 0.02 25.70 ± 0.01 26.45 ± 0.01 26.23 ± 0.03 25.54 ± 0.09

Food-101 65.06 ± 0.00 63.83 ± 0.00 64.27 ± 0.01 64.54 ± 0.01 64.58 ± 0.01 64.52 ± 0.00 64.21 ± 0.02 64.52 ± 0.01 64.67 ± 0.00 64.46 ± 0.00

GTSRB 43.27 ± 0.00 46.06 ± 0.02 46.95 ± 0.01 46.81 ± 0.03 46.34 ± 0.01 46.33 ± 0.03 46.62 ± 0.02 44.64 ± 0.01 44.88 ± 0.06 44.66 ± 0.06

Hateful-Memes 56.50 ± 0.00 56.06 ± 0.01 56.25 ± 0.01 56.09 ± 0.01 56.17 ± 0.00 55.98 ± 0.01 56.03 ± 0.00 57.01 ± 0.01 56.64 ± 0.02 56.81 ± 0.03

KITTI-Distance 28.41 ± 0.00 30.80 ± 0.00 30.24 ± 0.11 33.19 ± 0.11 33.94 ± 0.13 32.21 ± 0.00 29.96 ± 0.00 26.30 ± 0.00 28.36 ± 0.07 28.27 ± 0.11

MNIST 54.99 ± 0.00 53.64 ± 0.04 54.83 ± 0.02 61.86 ± 0.02 60.14 ± 0.04 59.57 ± 0.01 56.06 ± 0.03 55.68 ± 0.04 55.37 ± 0.06 55.00 ± 0.10

Oxford Flowers-102 50.88 ± 0.00 49.98 ± 0.00 49.72 ± 0.03 49.74 ± 0.02 49.93 ± 0.02 50.03 ± 0.02 50.07 ± 0.00 51.26 ± 0.01 51.91 ± 0.04 51.99 ± 0.12

Oxford-IIIT Pets 81.56 ± 0.00 79.52 ± 0.02 80.69 ± 0.01 79.60 ± 0.03 79.37 ± 0.00 79.24 ± 0.02 79.46 ± 0.01 81.29 ± 0.02 81.24 ± 0.03 80.90 ± 0.09

PatchCamelyon 50.96 ± 0.00 57.15 ± 0.01 55.70 ± 0.01 51.93 ± 0.00 51.71 ± 0.01 52.56 ± 0.03 55.49 ± 0.02 52.86 ± 0.02 52.23 ± 0.01 52.39 ± 0.07

Rendered-SST2 54.20 ± 0.00 53.05 ± 0.04 53.82 ± 0.09 53.67 ± 0.03 54.82 ± 0.03 54.35 ± 0.03 53.03 ± 0.03 53.47 ± 0.03 53.14 ± 0.07 52.94 ± 0.04

RESISC-45 58.51 ± 0.00 58.78 ± 0.01 58.92 ± 0.02 59.56 ± 0.01 59.71 ± 0.01 59.25 ± 0.02 58.88 ± 0.01 57.06 ± 0.00 57.21 ± 0.02 56.93 ± 0.01

Stanford-Cars 84.93 ± 0.00 85.00 ± 0.01 85.04 ± 0.01 85.10 ± 0.00 85.10 ± 0.02 85.08 ± 0.01 85.08 ± 0.01 85.35 ± 0.02 84.99 ± 0.03 84.90 ± 0.06

PASCAL VOC-2007 82.09 ± 0.00 82.73 ± 0.00 82.31 ± 0.00 82.24 ± 0.01 82.29 ± 0.00 82.39 ± 0.00 82.67 ± 0.01 82.35 ± 0.00 82.00 ± 0.01 81.99 ± 0.02

Average 56.97 ± 0.00 57.23 ± 0.02 57.36 ± 0.02 57.57 ± 0.02 57.51 ± 0.02 57.48 ± 0.02 57.31 ± 0.01 56.99 ± 0.02 57.02 ± 0.03 56.90 ± 0.06

ImageNet-1k 45.84 ± 0.00 46.23 ± 0.01 46.32 ± 0.02 46.09 ± 0.00 46.06 ± 0.01 46.19 ± 0.00 46.33 ± 0.01 45.89 ± 0.01 45.90 ± 0.01 45.65 ± 0.02

Table A4: Details of the image classification datasets on
the ELEVATER benchmark.

Dataset #Labels Test Size Metric
Caltech-101 (Fei-Fei et al., 2004) 101 6,084 Mean-per-class
CIFAR-10 (Krizhevsky and Hinton, 2009) 10 10,000 Accuracy
CIFAR-100 (Krizhevsky and Hinton, 2009) 100 10,000 Accuracy
Country-211 (Radford et al., 2021) 211 21,100 Accuracy
DTD (Cimpoi et al., 2014) 47 1,880 Accuracy
EuroSAT (Helber et al., 2019) 10 5,000 Accuracy
FER-2013 (Goodfellow et al., 2013) 7 3,589 Accuracy
FGVC-Aircraft (Maji et al., 2013) 100 3,333 Mean-per-class
Food-101 (Bossard et al., 2014) 101 25,250 Accuracy
GTSRB (Stallkamp et al., 2011) 43 12,630 Accuracy
Hateful-Memes (Kiela et al., 2020) 2 500 ROC AUC
KITTI-Distance (Fritsch et al., 2013) 4 711 Accuracy
MNIST (Deng, 2012) 10 10,000 Accuracy
Oxford Flowers-102 (Nilsback and Zisserman, 2008) 102 6,149 Mean-per-class
Oxford-IIIT Pets (Parkhi et al., 2012) 37 3,669 Mean-per-class
PatchCamelyon (Veeling et al., 2018) 2 32,768 Accuracy
Rendered-SST2 (Radford et al., 2021) 2 1,821 Accuracy
RESISC-45 (Cheng et al., 2017) 45 25,200 Accuracy
Stanford-Cars (Krause et al., 2013) 196 8,041 Accuracy
Pascal VOC-2007 (Everingham et al., 2010) 20 4,952 11-point mAP
Total 1,151 192,677 -

breeds of cats and dogs, and the FER-2013 dataset,
featuring a range of human emotional expressions.
Also, our model presented a performance decline
on these datasets, with respective decrements of
2.19 and 1.97 pp. in comparison to the baseline.

Figures A2 to A5 offer a deeper dive into these
observations, presenting normalized confusion ma-
trices that provide granular insights into datasets
where CAPIVARA underperformed the baseline.
Specifically, Figures A2 and A3 unveil nuances in
accurate and erroneous predictions within the Fer-
2013 dataset. Notably, the baseline model excels
in recognizing neutral expressions, while the fine-
tuned model performs well in identifying expres-
sions of sadness. However, the fine-tuned model
is also more likely to confound emotions such
as sadness and neutral expressions. Figures A4
and A5 present normalized confusion matrices for
the Oxford-IIIT Pets Dataset, highlighting the fine-
tuned model’s tendency to amplify confusion be-

Figure A1: Difference between the OPENCLIP fine-
tuned with CAPIVARA on CC3M, and the baseline
(OPENCLIP), considering the ELEVATER benchmark
and ImageNet-1k.

tween cat breeds British Shorthair and Russian
Blue, as well as dog breeds Leonberger and New-
foundland, leading to reduced overall correctness.

A.3 Ablation Study

A.3.1 Impact of Multiple Captions &
Generated Caption Selection

To further validate the contributions of synthetic
captions, we analyze the influence of multiple cap-
tions per image and how to select proper captions
for each image. This latter aspect is related to
BLIP2’s hallucination, i.e., the model generates a
text that does not match the associated image (Xu
et al., 2023). The use of these synthetic annotations
can introduce noise to the dataset. To address this
issue, we implement the Captioning and Filtering
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Figure A2: Normalized confusion matrix of the FER-
2013 dataset for the OPENCLIP baseline model.

Figure A3: Normalized confusion matrix of the FER-
2013 dataset for CAPIVARA.

(CapFilt) (Li et al., 2022b, 2023) method with three
different selection strategies: rank-based, threshold-
based, and threshold-based + near-duplication re-
moval. All strategies rely on similarity scores pro-
duced by OPENCLIP VIT-B/32 XLM-ROBERTA

BASE model.

Rank-based: We rank the synthetic captions
along with the original descriptions based on
the image-text similarity and select the top-k
examples; in our tests, we adopted k = 5.

Threshold-based: We select the texts among the
original and generated captions based on their
similarity to the associated image. Then, a
caption is selected if the similarity between
it and the image is greater than or equal to
a given threshold; in this case, the threshold
is 0.15.

Threshold-based + near-duplication removal:
We first apply the threshold-based filter, and
then we remove the near-duplicate captions
using the algorithm described in Algorithm 1,
keeping a minimum of kmin = 3 captions
per image. Algorithm 1 first computes the
text similarity matrix. Then, it computes
the cost of removing a text ti as c(ti) =
B∑

j=1

sim(ti, tj),∀i ̸= j. At each step, it re-

moves the text with the highest cost and up-
dates the cost array. The algorithm stops when
all similarity scores are lower than a given
threshold or the minimum number of captions
is reached. In this way, the algorithm can keep
the maximum diversity among the texts.

199



Figure A4: Normalized confusion matrix of the Oxford-IIIT Pets dataset for OPENCLIP baseline model.

Figure A5: Normalized confusion matrix of the Oxford-IIIT Pets dataset for the OPENCLIP + Fine-tuning model
with 10 generated annotations.
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# captions: image captions
# k_min: minimum number of texts to keep
# thr: maximum similarity between texts
# allowed

# Remove similar texts keeping the
# maximum diversity among them
def remove_similar(captions , k_min=3,

thr =0.3):
if len(captions) < k_min:

return captions

sim_matrix = text_similarity(captions)
n_texts = sim_matrix.shape [0]
# set the cost in the diagonal to zero
sim_matrix -= np.eye(n_texts)
while not (sim_matrix <= thr).all()

and n_texts > k_min:
# compute the cost to remove each
# text as sum of the similarity
# between that text and all others.
cost = sim_matrix.sum(axis =0)

# remove the text with the highest
# cost
i = np.argmax(cost)

# set the cost of the texts to be
# removed to zero
sim_matrix[i, :] = 0
sim_matrix [:, i] = 0
n_texts -= 1

# compute the final cost for all texts
cost = sim_matrix.sum(axis =0)
# all texts whose cost is zero will be
# removed
remove_indices = np.where(cost ==0) [0]
# return the filtered texts
return
[caption
for i,caption in enumerate(captions)

if i not in remove_indices]

Algorithm 1: Python-like pseudocode of near-duplicate
text removal algorithm.

From a thorough analysis of the results exhibited
in Table A5, we note that none of the caption se-
lection strategies significantly impacted the model
performance. All strategies performed similarly
to CAPIVARA with no caption selection. Specifi-
cally, the threshold-based caption selection strategy
performed slightly better than the others but still
in pair with CAPIVARA. This result suggests that
BLIP2 is effective in generating captions related to
images and, because of this, the caption selection
methods did not affect the final performance. Nev-
ertheless, Figure A8 and the results in Table A6
reveal that BLIP2 produces slightly different texts.
Therefore, generating multiple captions per image
has a limited effect on text augmentation. Note that
adding 10 captions slightly improved compared to

Table A5: Experimental results for caption selec-
tion strategies. In this table, “threshold-based near-
duplication”, “threshold-based”, and “rank-based” refer
to caption selection methods, whereas CAPIVARA does
not consider any caption selection strategy. For each
setting, we report the average and the standard deviation
of mean recall.

Flickr30k MS COCO PraCegoVer
Method txt2img img2txt txt2img img2txt txt2img img2txt
OPENCLIP
(Baseline) 76.23 87.93 52.62 66.55 65.36 69.43

OPENCLIP
+ Fine-tuning

78.42
± 0.02

90.02
± 0.05

54.77
± 0.01

70.06
± 0.01

63.79
± 0.01

60.10
± 0.00

Threshold-based
near-duplication

79.59
± 0.01

90.02
± 0.02

56.37
± 0.01

71.14
± 0.01

66.72
± 0.01

65.33
± 0.01

Threshold-based 79.65
± 0.03

89.72
± 0.02

56.39
± 0.02

71.11
± 0.02

66.77
± 0.01

65.47
± 0.01

Rank-based 79.60
± 0.01

89.13
± 0.04

56.32
± 0.01

70.64
± 0.02

66.85
± 0.00

65.96
± 0.01

CAPIVARA 79.56
± 0.01

89.95
± 0.04

56.27
± 0.01

71.24
± 0.01

66.40
± 0.01

64.75
± 0.01

Table A6: Impact of multiple captions. This table
presents the results of models trained with different num-
bers of synthetic captions translated into Portuguese. We
report the average and the standard deviation of mean
recall for each setting across Flickr30k, MS COCO, and
PraCegoVer datasets.

Flickr30k MS COCO PraCegoVer
Method txt2img img2txt txt2img img2txt txt2img img2txt
OPENCLIP
(Baseline) 76.23 87.93 52.62 66.55 65.36 69.43

OPENCLIP
+ Fine-tuning

78.42
± 0.02

90.02
± 0.05

54.77
± 0.01

70.06
± 0.01

63.79
± 0.01

60.10
± 0.00

CAPIVARA
+ 10 synth. captions

79.56
± 0.01

89.95
± 0.04

56.27
± 0.01

71.24
± 0.01

66.40
± 0.01

64.75
± 0.01

CAPIVARA
+ 5 synth. captions

79.17
± 0.02

90.72
± 0.02

55.62
± 0.01

70.95
± 0.00

65.18
± 0.01

62.14
± 0.01

CAPIVARA
+ 1 synth. caption

79.46
± 0.01

90.02
± 0.05

56.26
± 0.01

71.27
± 0.01

66.09
± 0.01

63.95
± 0.01

adding just one caption per image. Therefore, it is
necessary to explore methods for generating more
diverse texts, for instance, testing different sam-
pling methods and other image captioning models,
because we only used BLIP2 with default parame-
ters.

A.3.2 Impact of Increasing the Batch Size
Among the different hyperparameters used to train
the model, batch size has significant potential to im-
prove model results. As batch size increases, more
examples are observed per training step, and more
examples might be discriminated by contrastive
learning. Therefore, to determine the optimal batch
size to use in our method, we conducted experi-
ments fixing the number of steps in 5863 and vary-
ing this value considering our GPU memory limita-
tion. We experimented three different batch sizes:
1000, 2816, and 4300. Each setting was tested with
traditional fine-tuning and with CAPIVARA, the
results are presented in Table A7.

Overall, we do not observe a significant gain
in increasing the batch size. Intriguingly, in the
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Table A7: Comparison between different batch sizes in
fine-tuning and CAPIVARA settings.

Flickr30k MS COCO PraCegoVer
Method Batch size txt2img img2txt txt2img img2txt txt2img img2txt

OpenCLIP
+ Fine-tunning

1000 78.68
± 0.02

90.02
± 0.02

54.45
± 0.01

69.06
± 0.01

66.38
± 0.01

66.49
± 0.02

2816 78.71
± 0.02

89.85
± 0.02

54.57
± 0.00

69.17
± 0.03

66.44
± 0.01

66.57
± 0.01

4300 78.70
± 0.01

89.86
± 0.02

54.62
± 0.04

69.22
± 0.02

66.42
± 0.05

66.76
± 0.19

CAPIVARA
+ Opt.

(5863 steps)

1000 79.71
± 0.03

90.51
± 0.05

55.36
± 0.03

69.58
± 0.03

67.00
± 0.03

68.01
± 0.01

2816 79.81
± 0.03

90.65
± 0.02

55.56
± 0.01

69.64
± 0.04

67.07
± 0.02

68.14
± 0.01

4300 79.87
± 0.01

90.63
± 0.04

55.63
± 0.01

69.70
± 0.04

67.08
± 0.01

68.19
± 0.01

context of CAPIVARA, the performance slightly
improves across the datasets as we increase the
batch size from 1000 to 2816. However, it declines
when we use a batch size of 4300. For this reason,
the CAPIVARA models were trained with an aver-
age batch size of 2816, while the optimized CAPI-
VARA models were trained with a batch size of
1000. This study shows that using smaller batches
to train the optimized models does not result in
significant loss. At the same time, it saves memory
and training time.

A.4 Qualitative Analysis

We conducted experiments on Flickr30k for a quali-
tative analysis of the model’s ability in cross-modal
retrieval tasks, the outcomes are presented in Fig-
ures A6 and A7. Figure A6 shows the result of the
image-to-text retrieval task, where the five texts in
Portuguese more similar to a given image are re-
trieved by our model. For the first example, all the
texts retrieved describe correctly the image content,
which consists of a group of women running in a
race. However, in the second example, none of the
retrieved text matches the input image. It illustrates
the limitations of our model.

Similarly, we analyze qualitatively our model in
text-to-image retrieval. In Figure A7, we present
four examples of texts and the top-5 images more
similar to each of them. We can see that over-
all the model ranks the correct images on the top.
Regarding the other images, although the scene rep-
resentations match the texts, there is still a lack of
details in the images that are not considered by the
model, such as the number of people, objects, and
colors. This can happen because there are no im-
ages that contain all elements from the text within
the dataset, and it tries to retrieve the most simi-
lar images, or by model limitations. Thus, in the
last example, we present an instance in which the
model fails. Given the text “Woman and man walk-
ing across wooden rope bridge with a caution sign
beside it.”, the model does not rank the expected

image among the top-5 most similar.

A.5 Synthetic Captions Generated by BLIP2
In the process of text augmentation, the BLIP2
model (Li et al., 2023) was used to generate new
captions for the images. However, this model
presents some issues regarding text generation. For
example, it may generate text that does not match
the image and repeat words. Several strategies have
been used to mitigate these problems in our work.
They are best described in Sec. 3. Figure A8 shows
three images from CC3M along with their original
caption and 10 captions generated with BLIP2.

The first image represents an example where
the generated captions are good and diverse, as all
captions correctly describe the image, there are no
repeated words, and there is a high diversity of
words used to describe the scene. The captions
generally describe the image and add new elements
to the description, although they still contain repet-
itive structures. In the second example, we present
a scenario of good caption and low textual diver-
sity. The captions describe the image, but there
is a high level of repetition in the sentence struc-
tures. In the third example, we illustrate a case of
badly generated captions and low textual diversity.
In this example, the model not only shows a lot
of word repetition, but also fails to represent the
image, hallucinating.
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#1: Várias mulheres em trajes de corrida
correm em grupo.

Several women in racing singlets run in a
pack.
#2: Atletas do Japão, Alemanha e China estão
correndo lado a lado.

A group of woman from various ethnic backgrounds
are competing in a marathon.

#3: Um grupo de mulheres de várias origens
étnicas está competindo em uma maratona.
A group of woman from various ethnic backgrounds
are competing in a marathon.

#4: Três corredores competem em uma corrida.

Three runners compete in a race.

#5: Três corredores passam correndo em uma
competição de atletismo.

Three runners race past at a track meet.

Image-to-Text Retrieval

#1: Um homem está sentado nos degraus da porta
de uma casa.
A man is sitting on door steps in front of a
house.
#2: Um homem monta uma escada vermelha em um
quintal.
A man sets up a red ladder in a yard.

#3: Um homem com roupas de neve está deitado na
neve em frente a uma porta.
A man in snow weather gear is laying in the
snow in front of a door.

#4: Um homem de camisa vermelha na porta de uma
lavanderia.
A man in a red shirt in the doorway of a laundry
mat.
#5: Uma pessoa com um longo casaco laranja
caminha por uma escada.
A person in a long orange coat walks along a
sets of stairs.

Figure A6: Examples of image-to-text retrieval using
CAPIVARA + Opt.

A group of people stand in the back of a truck

filled with cotton.

Text-to-Image Retrieval

Um grupo de pessoas está na traseira de um
caminhão cheio de algodão.

A boy wearing blue and yellow walking on a cliff
edge.

Um menino vestindo azul e amarelo andando na
beira de um penhasco.

Woman and man walking across wooden rope
bridge with a caution sign beside it.

Mulher e homem atravessando a ponte de corda
de madeira com um sinal de advertência ao
lado.

Três cachorros pequenos, dois brancos e um
preto e branco, em uma calçada.

Three small dogs, two white and one black and white,
on a sidewalk.

Figure A7: Examples of text-to-image retrieval using
CAPIVARA + Opt.
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Generated Captions:
the foreground features a man holding a bird in his hand
a photo of of a man holding a bird in his hand
a picture of a man holding a bird in his hand
this is a scene depicting of a person holding a bird
an image of of a man holding a bird in his hand
portrait of a of a man holding a bird in the water
this image captures a moment of a man holding a bird in the water
a painting of a man holding a bird in the water
an art of of a man holding a bird in the water 
the picture shows a man holding a bird in the water

Original Caption:
waterfall on a small stream.

Generated Captions:
the foreground features koalas sitting in the driver's seat of a vehicle
a photo of koala sitting on the steering wheel of a vehicle 
a picture of a koala sitting on the steering wheel of a vehicle
this is a scene depicting of a koala sitting on the steering wheel of a vehicle
an image of koala sitting on the steering wheel of a vehicle
portrait of a a koala sitting on the steering wheel of a vehicle
this image captures a moment of a koala sitting in the driver's seat of a vehicle
a painting of of a koala sitting on the steering wheel of a vehicle
an art of koala sitting on the steering wheel of a vehicle
the picture shows a koala sitting in the driver's seat of a vehicle

Original Caption:
a teenager from the rural town of person , was shocked to find a koala 
behind the wheel.

Good captions, low diversity

Good captions, high diversity

Bad captions, low diversity

Generated Captions:
the foreground features 's a large airship with an american flag painted on it - stock image
a photo of airship blimp flying in the sky with palm trees in the background - stock image
a picture of airship flying in the sky with palm trees in the background - stock image
this is a scene depicting airship blimp flying in the sky with palm trees in the background - stock image
an image of airship blimp flying in the sky with palm trees in the background - stock image
portrait of a airship flying in the sky with palm trees in the background - stock image
this image captures a moment of a blimp flying in the sky with palm trees in the background - stock image
a painting of airship with american flag flying in the sky - stock image
an art of airship flying in the sky with palm trees in the background - stock image
the picture shows the american flag blimp flying in the sky with palm trees in the background - stock image

Original Caption:
a toting airship flying around the blue skies

Figure A8: Examples of images with synthetic captions generated by BLIP2.
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A.6 Model Cards
This section was done using the Model Cards for Model Reporting (Mitchell et al., 2019) tool.

Model Details

• Developed by researchers from the Natural Language Processing Group of the Artificial Intelligence
and Cognitive Architectures Hub – H.IAAC.

• CAPIVARA, 2023, v1.

• CAPIVARA is a cost-efficient framework designed to enhance the performance of multilingual CLIP
models in low-resource languages.

• CAPIVARA augments text data using image captioning and machine translation to generate multiple
synthetic captions in low-resource languages. The training pipeline is optimized with LiT, LoRA,
and gradient checkpointing to alleviate the computational cost.

• More information can be found on CAPIVARA’s official GitHub https://github.com/hiaac-nlp/
CAPIVARA.

• For further information or questions, please contact Sandra Avila avilas@unicamp.br.

Intended Use

• Intended to be used for general tasks focused on finding a representation in a common space for texts
and images. Examples of tasks are image-to-text and text-to-image retrieval and image classification.

• Particularly intended for scientific researchers.

• Not intended to be used with aspects, positions, and cultural values from an under-represented region
(e.g., Brazilian memes) due to the lack of representativeness of the datasets used for training. It
cannot be used with long texts (more than 77 tokens).

Factors

• Based on known problems with image and language models, potential relevant factors include groups
for under-represented and minority people. In order to adapt the model to languages with low
resources, texts were initially translated from English; thus, the model does not represent the cultural
and geographical aspects of the countries that speak these target languages. The datasets used are
made of texts collected from the Internet; therefore, the model may not perform as well for data
collected from other sources and may carry biases from the original texts.

Metrics

• Evaluation metrics include Mean Recall, representing the average recall value across the recall@K
instances, where K = 1, 5, 10, for cross-modal retrieval, which is the main task of CAPIVARA, and
top-1 accuracy metrics for image classification task on ImageNet-1k. Moreover, the ELEVATER
benchmark was used for the image classification task, and Appendix A.2 provides the specific metrics
used (see Table A4).

• Each experiment was run three times, and the mean and standard deviation were reported for all
experiments performed (see Section 4).

Quantitative Analyses

• Quantitative Analyses can be seen in Figure 1 and Section 4.
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Evaluation Data

• Evaluation data include Flickr30k, MS COCO, and PraCegoVer datasets for cross-modal retrieval
task, and all 20 datasets from ELEVATOR benchmark and ImageNet-1k for image classification task
(see Table A3).

• These datasets were chosen because they are the most widely used datasets in the literature, except
for PraCegoVer. PraCegoVer is a dataset with images and texts originally in Portuguese that was
used precisely to evaluate linguistic and cultural aspects present in the Portuguese language. (NOTE:
Data originally in English that has been translated into the target language will be made available
with the model).

• See Section 3.2 for more details about data preprocessing.

Training Data

• Training data was CC3M dataset.

• This dataset was chosen because of the amount of example data provided and the better quality of
the data. In addition, our limited computing infrastructure for training the model was considered.

• See Section 3.2 for more details about data preprocessing.

• It is possible that the model was trained with data where group distributions are not homogeneous
and, therefore, encoded some type of bias.

Ethical Considerations

• CAPIVARA does not deliberately use sensitive data in training. However, since it uses data collected
from the Internet consisting of images and annotations about the image’s content, it is possible that
data with political, religious, or cultural positioning have been used.

• CAPIVARA does not generate any type of data that could pose a risk to human life. However, our
model can be adapted for other specific tasks, e.g., image or text generation, which could contribute
to generating false information and harming people.

• The model’s training data was translated via Google Translate from English into the target language.
This can lead to linguistic biases and a lack of representativeness for the target groups.

• CAPIVARA adopts training time optimizers, resulting in a smaller carbon footprint than traditional
fine-tuning. Therefore, it presents a better financial and environmental alternative to improve the
performance of pre-trained models.

Caveats and Recommendations

• Further work is needed to assess the impact of adding more samples from the target language and
how much this brings the performance of the target language closer to English, which currently has
the best performances. See Section 5 for more future works.

• People and groups who do not have access to the Internet and, therefore, do not produce digital
content were under-represented in the training set. However, CAPIVARA is intended to be applied
to languages with low digital resources. CAPIVARA offers the technique to improve performance
for low-resource languages, however there is still a gap in performance between English texts and
texts in low-resource languages. Future studies are required to improve performance for different
languages and include cultural and linguistic aspects of the target language in the model.

• An ideal evaluation dataset would additionally include annotations made in the target language,
which also considers cultural and linguistic aspects and has a background of minority and under-
represented groups.
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• Current literature is constantly evaluating the ethical risks and impacts that vision and language
models can have on society. Keeping up with this work is extremely important, as these studies can
point to risks and negative impacts that have not yet been considered in this current version of Model
Cards.

• Ideally, when using CAPIVARA as a base model for other applications, a study of the ethical impacts
of the application should be carried out before it is implemented.

• It is highly recommended to read this Model Cards in conjunction with the article that introduces
CAPIVARA, as the article contains detailed information on the entire life cycle of the proposed
model.
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