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Abstract
Large Language Models reveal diverse abilities
across different languages due to the dispropor-
tionate amount of English data they are trained
on. Their performances on English tasks are
often more robust than in other languages.

In this paper, we propose a method to em-
power the cross-lingual abilities of instruction-
tuned LLMs (It-LLMs) by building semantic
alignment between languages. To achieve this,
we introduce translation-following demonstra-
tions to elicit better semantic alignment across
languages. Our evaluations on multilingual
question-answering benchmarks reveal that our
models, tested in five distinct languages, out-
perform the performance of It-LLMs trained on
monolingual datasets. The findings highlight
the impact of translation-following demonstra-
tions on non-English data, eliciting instruction-
tuning and empowering semantic alignment.

1 Introduction

Large Language Models (LLMs) achieve compre-
hensive language abilities through pre-training on
large corpora (Brown et al., 2020). Hence, the
acquired language abilities follow the corpora fea-
tures, primarily available in English (Lin et al.,
2021; Zhang et al., 2023; Zhu et al., 2023). This
phenomenon produces an imbalance in pre-training
(Blevins and Zettlemoyer, 2022) and fine-tuning
(Le et al., 2021). Thus, performance is usually
lower for non-English languages, especially for
low-resource ones (Huang et al., 2023; Bang et al.,
2023). The most common approaches to mitigate
this problem propose continuing pre-training with
large-scale monolingual data (Imani et al., 2023;
Cui et al., 2023; Yang et al., 2023), which requires
considerable data and computational resources.

In this paper, we propose an approach to em-
power the It-LLM that elicits semantic alignment
between English and other languages. We fo-
cus on exploiting the latent multilingual abili-
ties of It-LLMs by empowering the pivotal phase

of instruction-tuning using instruction-following
demonstrations. To this end, we explore the po-
tential of cross-lingual alignment by integrating
translation-following demonstrations to refine the
instruction-tuning process.

In our experiments, we use Llama-7b (Touvron
et al., 2023) as the foundational LLM and target
five languages. In instances where data is lacking,
we undertake translation tasks. We use the Stanford
Alpaca dataset (Taori et al., 2023) and its translated
versions in the corresponding languages, while for
the translation-following, we use a publicly avail-
able translation resource (Tiedemann, 2012), the
most accessible and extendable to multiple lan-
guages (i.e., translation-following demonstrations
on Figure 1).

Following the instruction-tuning phase, we as-
sessed the efficacy of our five distinct Alpaca tai-
lored for specific languages. Our evaluation lever-
aged four benchmarks: two inherently multilingual,
i.e., XQUAD (Artetxe et al., 2019) and MLQA
(Lewis et al., 2020), and two intrinsically monolin-
gual, MMLU (Hendrycks et al., 2021) and BBH
(Suzgun et al., 2022). The empirical results in-
dicate that when trained using language-specific
instructions combined with translation data, the
instruction-tuned models significantly surpass the
performance of models trained exclusively with
non-English demonstrations. While our models
bridge the gap among performances, the translation-
following models exhibit optimal alignments. This
highlights the pronounced proficiency of Llama
when trained on English-centered datasets com-
pared to non-English ones. Furthermore, the se-
mantic alignment effort significantly strengthens
the cross-lingual abilities of It-LLMs.

Our findings can be summarized as follows:

• The learning abilities of LLMs on non-English
instruction-tuning tasks are limited;

• The multi-lingual abilities of instruction-tuned
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Figure 1: Our x-CrossLlama are instruction-tuned on instruction-following and translation-following demonstrations.

LLMs could be empowered through cross-
lingual alignment;

• Thus, we propose to elicit the instruction-
tuning approach for non-English models
based on instruction-following and translation-
following demonstrations for the target lan-
guage. Hence, we show that It-LLMs
can semantically align through cross-lingual
translation-following demonstrations via an
extensive evaluation.

2 Methods

Pre-training from scratch a Large Language Model
(LLM) to fill the imbalance language problem is
cost-prohibitive for data collection and parameter
learning. This is why the trend is to do further
fine-tuning to empower the models’ abilities in a
specific language (Tanti et al., 2021; Moslem et al.,
2023). Hence, we aim to elicit the abilities of pre-
trained LLMs for non-English languages by fur-
ther improving the alignment between English and
the target language. In the following Sections, we
investigate the difficulties of fine-tuning a mono-
lingual scenario (Section 2.1). Based on this, we
propose our approach to empower the cross-lingual
abilities of It-LLMs (Section 2.2).

2.1 Alpaca Instruction-tuning
The restricted availability and clarity of premium
API services for cutting-edge LLMs have driven

researchers to focus on creating open-source al-
ternatives. Using the instruction-tuning paradigm,
presented in Section 5.2, and resources as Stanford
Alpaca (Taori et al., 2023) that is a corpus consist-
ing of 52k of English instruction-output pairs gen-
erated by text-davinci-003, several instruction-
tuned versions of instructed-Llama were released.

Following this approach, multiple monolingual
versions of instructed-Llama were proposed by
translating the Stanford Alpaca data into the spe-
cific language. Table 1 shows a set of versions
available as open source. Following an analysis
of the translated versions of instructed-Llama in
official repositories1, the languages of the bench-
mark datasets, and the translation pairs present in
news_commentary, which will be introduced later,
we selected the speeches that share the most al-
ready available data. Table 1 shows the custom
versions used in this work, which for simplicity
will be renamed x-MultiLlama, where x indicates
the specific language.

2.2 Cross-lingual Instruction-tuning

Although monolingual techniques (presented in
Section 2.1) play a key role in enhancing the mul-
tilingual strengths of LLMs, simply focusing on
translated versions of Alpacas for specific lan-
guages does not allow the non-English capabilities

1official versions on https://github.com/tloen/
alpaca-lora and https://huggingface.co/models
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Model Language Name
Alpaca (Taori et al., 2023) English en-Llama
Alpaca-Chinese (Chen et al., 2023) Chinese zh-Llama
Camoscio (Santilli and Rodolà, 2023) Italian it-Llama
German (Thissen, 2023) German de-Llama
Arabic (Yasbok) Arabic ar-Llama

Table 1: The monolingual Instruction-tuned Large Lan-
guage Models that use a language-specific version of
MultiLlama as instruction-tuning data.

of LLMs to be exploited. To overcome this over-
laps, we present CrossLlama, shown in Figure 1).
This method empowers cross-lingual instruction-
tuning by integrating translation-following demon-
strations. We aim to elicit LLMs’ English and non-
English abilities by stimulating a semantic align-
ment challenge.

Instruction-following Although the version of
the Alpaca dataset is in English, there are many
derivatives. However, derived versions of the Al-
paca dataset, as described in 2.1, have been pro-
duced with translation systems. Our work starts
with the instruction-tuned Llama on Alpaca (na-
tive English) and its versions adapted for distinct
languages (which we called x-MultiLlama). We
also propose the CrossLlama variations, built from
Alpaca translations specific to each language and
augmented with translations (explained further).
With this methodology, we intend to elicit the LLM
backbone’s capability to interpret multilingual in-
structions and ensure cross-lingual consistency.

Translation-following Challenge Using general
instruction information is a logical approach when
creating models to tackle multiple tasks guided by
instructions(Wang et al., 2023; Zeng et al., 2023).
Nevertheless, data from translations might aid in
grasping semantic alignment.

We use publicly available sentence-level trans-
lation datasets, such as news_commentary (Tiede-
mann, 2012), to construct the translation task in-
struction demonstrations. We also propose ex-
tending this to additional languages, which we re-
lease as an open-source dataset. In particular, for
each specific language, we constructed specific sets
of demonstrations. Hence, following the Alpaca
style (Instruction, Input, and Output) (see Table
1), we selected the same number of English to
non-English translations non-English to English
translations.

3 Experiments

In order to observe the English and non-English
abilities of Large Language Models (LLMs) and
the impact of the instruction-tuning approach in
cross-lingual scenarios, we propose CrossLlama.
Our approach is based on instruction-tuning on
language-specific data augmented with a cross-
lingual semantic alignment. Hence, we set several
baseline models explained in Section 3.1, which we
augmented with our approach introduced in Section
3.2. Finally, we performed a series of systematic
evaluations (Section 3.3.1) to observe the impact
of the proposed method.

3.1 Baseline LLMs

The common denominator among the It-LLMs
shown in Table 1 is the LLM backbone Llama-7b
(Touvron et al., 2023). Starting from instruction-
following data from the original Alpaca (Taori
et al., 2023) and its open-source non-English ver-
sions2, we reproduced x-MultiLlama for x specific
languages: Chinese (zh), Italian (it), Arabic (ar),
German (de) and the original English version (en).

3.2 Cross-lingual LLMs

Our method produces x-CrossLlama that are
instruction-tuned on standard instruction-following
empowered with translation-following demonstra-
tions.

Our approach generates a series of instruction-
tuned versions of the data shown in Figure 1. We
have named the versions x-CrossLlama.

3.3 Experimental Setup

To assess the performance of the x-CrossLlama,
we defined several benchmarks (Section 3.3.1) on
which we applied systematic instruction-tuning
pipelines in Section 3.3.2.

3.3.1 Benchmarks
To evaluate the performance of the It-LLMs and
the impact of the semantic alignment approach, we
used two cross-lingual (XQUAD (Artetxe et al.,
2019), MLQA (Lewis et al., 2020)) and two multi-
task (MMLU (Hendrycks et al., 2021) and BBH
(Suzgun et al., 2022)) benchmarks. While XQUAD
and MLQA are very focused and require the model
to reason about the given context and answer the
given question, MMLU, and BBH are much more

2open-source code is available on https://github.com/
tloen/alpaca-lora
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Instruction
Translate the following sentences from English to German.
Input
The world as we have created it is a process of our thinking. It cannot be
changed without changing our thinking.

Output
Die Welt, wie wir sie geschaffen haben, ist ein Prozess unseres Denkens. Es
kann nicht geändert werden, ohne unser Denken zu ändern.

Instruction
Translate the following sentences from German to English.
Input
Die Welt, wie wir sie geschaffen haben, ist ein Prozess unseres Denkens. Es
kann nicht geändert werden, ohne unser Denken zu ändern.

Output
The world as we have created it is a process of our thinking. It cannot be
changed without changing our thinking.

Table 2: Examples of translation-following demonstrations. In particular, in this example, there are two demonstra-
tions with the same directions from English to German (en-x).

open but require the models’ ability to solve logical
mathematical tasks less related to the language.

However, we decided to introduce them to ob-
serve whether our approach degrades performance
in these tasks. The first two datasets selected are ap-
propriately constructed for multi-language testing,
while the second two are available only in English.
Hence, we do a preliminary translation step as out-
lined below. Thus, descriptions of the benchmarks
follow in the next paragraphs:

MultiLingual Question Answering (MLQA)
(Lewis et al., 2020) evaluates cross-lingual question
answering performance using 5K extractive QA in-
stances in the SQuAD (Rajpurkar et al., 2016) for-
mat in several languages. MLQA is highly parallel,
with QA instances aligned across four languages
on average. Although comprising different lan-
guages, some languages, such as Italian, are not
represented. To conduct the experiments uniformly,
we have translated the examples as also done in the
forthcoming MMLU and BBH.

Cross-lingual Question Answering Dataset
(XQUAD) (Artetxe et al., 2019) consists of a sub-
set of 240 paragraphs and 1190 question-answer
pairs from the development set of SQuAD v1.1 (Ra-
jpurkar et al., 2016) with their manual translations
into several languages. Consequently, the dataset
is entirely parallel across 11 languages.

Massive Multitask Language Understanding

(MMLU) (Hendrycks et al., 2021) measures
knowledge of the world and problem-solving prob-
lems in multiple subjects with 57 subjects across
STEM, humanities, social sciences, and other areas.
The benchmark is native in English; however, we
translated it into five additional languages3.

BIG-Bench Hard (BBH) (Suzgun et al., 2022) is
a subset of challenging tasks related to navigation,
logical deduction, and fallacy detection. Again, the
benchmark is native English, and we have trans-
lated it into five languages??.

3.3.2 Models Setup & Evaluation

We used the alpaca_LoRA (Hu et al., 2021a) code2,
adopting the same hyperparameters to align the
results with the state-of-the-art models.

We performed the fine-tuning with a single
epoch and a batch-size of 128 examples, running
our experiments on a workstation equipped with
one Nvidia RTX A6000 with 48 GB of VRAM.

As an evaluation metric, we use accuracy. Hence,
we estimate accuracy by measuring exact match
values in the zero-shot setting. The parts of bench-
marks related to the specific language are used for
each model.

3We performed translations using the Google translator
API from English to Chinese (zh), Italian (it), Arabic (ar), and
German (de).
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Figure 2: Accuracies (%) on proposed benchmarks. The dotted line represents the performance of the original
version of Llama instructed on English data (Taori et al., 2023), which we call Alpaca.

4 Results & Discussion

Eliciting non-English abilities in instruction-tuned
Large Language Models (It-LLMs) remains chal-
lenging. However, our x-CrossLlama revealed im-
proved results in cross-lingual Question Answering
(QA) benchmarks. Moreover, at the same time, the
instructed models maintained logical-mathematical
skills. From the results of Figure 2, it is possible
to observe the weaknesses emerging from the fine-
tuning of the translated versions of Alpaca (Section
4.1), the improvement obtained from the alignment
phase is encouraging (Section 4.2) but it is not
enough to outperform the English one.

The fine-grained analysis highlighted the impor-
tance of cross-lingual alignment data and the crit-
ical issues with non-English data. This opens the
way for new hypotheses regarding the imbalance
of pre-training languages and learning abilities via
instruction-tuning.

4.1 Alpacas problems on Translations

The Instruction-tuning task on LLMs, in our case,
Llama-7b, is primarily pre-trained in English, and
has implications for the derivated models. As
shown in Figure 2, both MLQA and XQUAD
benchmarks reveal a notable disparity, with an av-
erage point gap of 55 and 53, respectively, between

the original tuned Llama-7b (called Alpaca) and
the various x-MultiLlama. This discrepancy is at-
tenuated in the case of MMLU and BBH, where
the average gaps are 18 and 14 points. Hence, re-
lying exclusively on translations of Alpaca-style
demonstrations for instruction in various languages
only sometimes yields optimal effects. How-
ever, models, for example, zh-MultiLlama and de-
MultiLlama, have exhibited better performances.
This variation may be attributed to the volume of
pre-training data available for the respective lan-
guages and, consequently, the inherent abilities of
Llama. In future work, we aim to expand our anal-
ysis to include LLMs beyond Llama to see if sim-
ilar, less pronounced, or more accentuated trends
emerge.

QA en- avg- avg- δ
Task Llama Llama CrossLlama

MLQA 0.89 0.34 0.64 +0.30
XQUAD 0.97 0.31 0.65 +0.30
MMLU 0.42 0.24 0.32 +0.08
BBH 0.30 0.24 0.28 +0.04

Table 3: Averages accuracies on proposed benchmarks.
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Figure 3: Accuracies (%) of proposed benchmarks using one-direction Translation-following demonstrations. For
en-x for English-foreigner and x-en for foreign English.

4.2 A Cross-lingual solution

Using the translation-following demonstrations
close to instruction-following ones during
instruction-tuning significantly empowers the
cross-lingual performances of It-LLMs. In
fact, x-CrossLlama consistently surpassed the
x-MultiLlama, obtaining an improvement of 30
average points on MLQA, 34 on XQUAD, 8 on
MMLU, and 4 on BBH, as detailed in Table 3.
This approach brought their performance metrics
closer to the benchmark set by the original version
of Llama (Alpaca), bridging the gap in different
situations. For MMLU and BBH, the performance
difference was even more marginal, with average
gaps of 10 and 2 points, respectively, as indicated
in Table 3 and the ’en-Llama vs avg-CrossLlama’.

The inclusion of translation-following demon-
strations has undeniably elevated the cross-lingual
abilities of It-LLMs. Moreover, specific models,
specifically the Chinese and German, surpassed the
Arabic version by a significant margin. This dispar-
ity might be attributed to the varied representation
of corpora within the pre-training datasets, as high-
lighted in (Yang et al., 2023). Consequently, cross-
lingual strategies might not yield as pronounced
benefits for underrepresented languages during the
initial pre-training stages of the language model.

In conclusion, our strategy shifted to be high-
performance and sustainable. As regards the per-
formances, as merely discussed following the sys-
tematic analysis, we found empirical evidence to
support this statement. While sustainability, our
method uses a limited number of demonstrations,
around 20k, which, combined with those of Alpaca,
around 52k, remain a meager number, allowing the
downstream models to obtain performances com-
parable to those of more robust models.

4.3 Ablation Study
Our CrossLlama, distinguished by the construc-
tion of the demonstrations pairs presented in Sec-
tion 3.2, achieves significant performance improve-
ments and contributes to closing the gap between
the original version of tuned Llama and a series of
x-MultiLlama in different languages. We propose
an additional analysis. Working on the translation-
following part (defined by half en-x and half x-
en demonstrations), we analyze the impact of the
demonstrations by splitting the experiments into
en-x and x-en (Section 4.3.1).

4.3.1 Demonstration Direction matters
The evaluations in Figure 3 shed light on the im-
pact of varying the directionality of translation-
following demonstrations. In particular, demonstra-

178



tions that transition from English to a non-English
language (en-x) appear to have a more pronounced
positive effect on subsequent models. On the other
hand, demonstrations transitioning from a foreign
language to English (x-en) exhibit superior perfor-
mance compared to baseline models, yet they lag
behind when juxtaposed with demonstrations in the
reverse direction.

However, as further illustrated in Figure 3, the x-
CrossLlama consistently maintains its edge in per-
formance. The observed trend, where translation-
following demonstrations in one specific direction
seem more influential, is intriguing. Mirroring
our prior ablation analysis observations, multi-task
benchmarks do not exhibit substantial variances.
This observation lends further credence to the hy-
pothesis that cross-lingual capabilities predomi-
nantly influence models in tasks heavily imbued
with natural language elements.

5 Related Work

In the NLP field, multilingual and cross-linguistic
methods have solid foundations and a long-
standing tradition, with in-depth studies on fea-
ture adaptation (Section 5.1). However, the new
Large Language Models (LLMs) no longer require
such interventions. After extensive pre-training on
massive corpora, cross-linguistic skills are inher-
ently present in LLMs (Section 5.2 and Section 5.3).
Nevertheless, although these abilities appear em-
bedded, most LLMs must be elicited to show them
exhaustively. Our study introduces a method to
empower these cross-linguistic abilities through a
cross-linguistic semantic alignment approach (Sec-
tion 5.4).

5.1 Multilingual Pre-training

The next token prediction based on the prefix se-
quence, also well-known as language modeling, is
the everlasting task of modern NLP (Tenney et al.,
2019). The profound linguistic knowledge embed-
ded within today’s Large Language Models (LLMs)
depends on the billions of neurons trained on large-
scale corpora with derivatives of the language mod-
eling task (Zanzotto et al., 2020; Ranaldi et al.,
2022). Consequently, the pre-training corpora are
predominantly in English, e.g., BooksCorpus (Zhu
et al., 2015), MEGATRON-LM (Shoeybi et al.,
2019), Gutenberg Dataset (Lahiri, 2014) therefore,
LLMs usually have much better knowledge of En-
glish than other languages.

Researchers like Aulamo and Tiedemann (2019);
Abadji et al. (2022) have proposed forward corpora
translated into multiple languages to address this
linguistic imbalance. However, these translated
datasets, while valuable, are not as voluminous as
their English-focused counterparts. The absence of
extensive parallel data in these pre-training corpora
further hinders the ability of LLMs to align and
understand diverse languages effectively (Li et al.,
2023).

5.2 Instruction-tuning Paradigm
Ouyang et al. (2022); Wei et al. (2022) fine-tuned
LLMs using the instruction-tuning method based
on instruction-tuning data, which are instruction-
response corpora, to make LLMs more scalable and
improve zero-shot performance. In this method, the
LLM backbone is fed with data from the instruction
(I,X, Y ), where I is an instruction describing the
task’s requirements, X is the input, which can be
optional, and Y is the output for the given task. The
method aims to minimize the function f(Y ) based
on the log likelihood with model parameters θ.

Earlier studies show that the instruction-tuning
method of LLMs with both human (Wang et al.,
2023) and synthetic-generated instructions (Taori
et al., 2023; Xu et al., 2023) empowers the ability
of LLMs to solve considerable tasks in zero-shot
scenarios.

However, we state that the generally used
instruction-tuning datasets, alpaca (Taori et al.,
2023), Self-Instruct (Wang et al., 2023), Self-Chat
(Xu et al., 2023), conceived in English, which lim-
its the prospect of LLMs to follow non-English
instructions and therefore solve related tasks.

5.3 Instruction-tuning is at hand
While Large Language Models (LLMs) have
achieved remarkable outcomes using prevalent
techniques like instruction-tuning, their vastness
limits the breadth of the scientific community that
can actively experiment with them.

Recent innovations aimed at democratizing ac-
cess to these models and techniques focus on op-
timizing parameter tuning. One such method,
Parameter-Efficient Tuning (PEFT), strategically
adjusts a subset of the model’s parameters while
keeping the rest static. The overarching objective
is to substantially curtail computational and stor-
age overheads without compromising the perfor-
mance exhibited by the original models (Ranaldi
et al., 2023b). Established methodologies under the
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PEFT umbrella include LoRA (Hu et al., 2021b),
Prefix Tuning (Li and Liang, 2021), and P-Tuning
(Liu et al., 2022). The fundamental principle be-
hind these techniques is to retain the weights of
the pre-trained model and integrate low-rank ma-
trices at each architectural layer. This strategy con-
siderably diminishes the parameter count that ne-
cessitates training for subsequent tasks, thereby
enhancing efficiency. Such foundational advance-
ments play a pivotal role in leveling the playing
field for the scientific community, eliciting equi-
table research opportunities, and catalyzing the pro-
liferation of open-source contributions.

5.4 Multilingual Instruction-tuning

Recent studies have highlighted the impressive
capabilities of LLMs in assimilating instructions
across diverse languages. Researchers such as San-
tilli and Rodolà (2023); Chen et al. (2023) have
ventured into monolingual fine-tuning of Llama,
focusing on instructions translated specifically to
each language. Adopting optimization techniques
elaborated further in Section 5.3, to design bespoke
adapters tailored for various tasks has gained mo-
mentum. In exploring the cross-lingual potential
of It-LLMs, Zhang et al. (2023) emphasized the
benefits of enhancing instruction demonstrations.

In this paper, we propose CrossLlama, with a
series of It-LLMs models with the Llama-7b back-
bone as the common denominator. The factor of
our method is based on the inclusion of translation-
following demonstrations that elicit semantic align-
ment between languages. We present empirical
evidence underscoring the expansive cross-lingual
learning prowess of It-LLMs. Through evaluations
of four benchmarks, we demonstrate that the in-
herent limitations of It-LLMs can be effectively
mitigated using cross-lingual alignment strategies
when trained on non-English data. Consequently,
our investigation seeks to elucidate the significance
of instruction-following and translation-following
demonstrations in bridging the linguistic divide,
thereby enhancing the adaptability of LLMs to lan-
guages beyond English.

6 Future Works

The multilingual abilities of instruction-tuned
Large Language Models (It-LLMs) are supported
by LLMs, as seen with the Llama backbone in
Alpaca’s instance. Interestingly, small data-level
stimuli improve downstream skills. Our experi-

ments yielded significant insights when introducing
strategic demonstrations, specifically translation-
following demonstrations. We achieved these out-
comes by fine-tuning Llama-7b, following the ap-
proach used in Taori et al. (2023).

In subsequent research, we aim to delve deeper
by extending the number of parameters in Llama
and integrating more backbone models. We are also
intrigued by the potential effects on languages with
limited resources. Furthermore, we aspire to fully
understand the results from specific experiments
by applying epistemic approaches (Ranaldi et al.,
2023a,c) to It-LLMs.

In parallel, plans include analyzing the transla-
tion abilities of general It-LLMs and those empow-
ered with translation tasks, including some special-
ized translation tasks among our evaluation bench-
marks. Finally, we would like to investigate the
learning abilities of the original Alpaca as the trans-
lation data changes, proposing different probing
experiments on (original) English data enhanced
with translations. Finally, we would like to investi-
gate explainability techniques to understand better
the underlying mechanisms, as done in (Ranaldi
and Pucci, 2023), that enable these models to solve
multiple tasks in complex scenarios using a small
number of instances.

7 Conclusion

In this paper, we proposed CrossLlama, a novel
methodology designed to empower the instruction-
tuning of LLMs for non-English datasets. Our ap-
proach uniquely integrates instruction-following
demonstrations, reminiscent of the Alpaca style,
with translation-following demonstrations. The
primary objective of this method is to elicit the
LLM towards achieving semantic alignment be-
tween English and non-English languages, thereby
outperforming models that are instructed using non-
English texts. Leveraging the proposed demon-
strations led to marked performance enhance-
ments across four Question Answering bench-
marks: XQUAD, MLQA, MMLU, and BBH. Fur-
thermore, the depth of semantic alignment ampli-
fies with the direction of the translation data, un-
derscoring the inherent abilities of It-LLMs to as-
similate from instruction-following demonstrations.
Our innovative approach and the ensuing findings
pave the way for advanced research, eliciting the
development of more adept LLMs tailored for non-
English linguistic contexts.
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Limitations

Although the performance achieved by our
method is consistently superior to that of several
Instruction-tuned on custom corpora, our work has
limitations:

• The proposed method was only analyzed on
the Large Language Model Llama-7b; conse-
quently, we can only report the results. We
intend to extend our work using larger and
different models in future developments.

• Although the proposed method performed
well, it is only sometimes applicable as it re-
quires an additional data set, the translation-
following set.

• Finally, a significant limitation is that it is im-
possible to conduct correlations between the
composition percentages of the training data
and the downstream results, as the corpora
used for pre-training are not always accessi-
ble, and the technical reports do not essay
precise estimations.

Ethical Statement

This work used open-source corpora that do not
deal with hate speech or inequality topics. The eval-
uation phase was also done on solid benchmarks
commonly used for evaluation in Large Language
Models. Finally, the concept of ’disparity’ in the
multilingual abilities of the Large Language Mod-
els in this work is understood as unbalancing the
pre-training data used in the training phase.
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