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Abstract

This paper presents system descriptions of
our submitted outputs for WebNLG Challenge
2023. We use mT5 in multi-task and multilin-
gual settings to generate more fluent and re-
liable verbalizations of the given RDF triples.
Furthermore, we introduce a partial decoding
technique to produce more elaborate yet sim-
plified outputs. Additionally, we demonstrate
the significance of employing better translation
systems in creating training data.

1 Introduction

State-of-the-art in natural language generation
(NLG) recently has benefited from self-supervised
pretrained language models (PLMs) such as BART,
T5, and GPT-2 (Lewis et al., 2020; Raffel et al.,
2020; Radford et al., 2019), which provided perfor-
mance improvements on many NLG tasks (Zhang
et al., 2020b; Wei et al., 2021; Kale and Rastogi,
2020). One of the most prominent NLG tasks
is data-to-text generation (Wiseman et al., 2017),
with multiple public datasets, including WebNLG
(Colin et al., 2016), ToTTo (Parikh et al., 2020),
or DART (Nan et al., 2021). A significant prob-
lem of these datasets is their limitation to English
only, which effectively rules out their application
to other languages; incorporating low-resource
languages in NLG is generally an open problem
(Ruder, 2019).

Researchers addressed this by multilingual
PLMs like mT5 (Xue et al., 2021) and mBART
(Liu et al., 2020) pre-trained on massively multi-
lingual corpora like Common Crawl 101.1 Unfortu-
nately, given the disproportionate representation of
low-resource languages in multilingual datasets,2

the efficacy of PLMs on these languages is com-
promised. Efforts are being made to improve PLM

1https://commoncrawl.org/
2https://commoncrawl.github.io/

cc-crawl-statistics/plots/languages

performance for low-resource languages via cross-
lingual transfer (Conneau et al., 2020). To assess
the state-of-the-art performance and spur devel-
opment in data-to-text NLG techniques for low-
resource languages, the WebNLG 2023 challenge
features five non-English languages – four entirely
new low-resource ones: Maltese (Mt), Welsh (Cy),
Irish (Ga) and Breton (Br), with the addition of
Russian (Ru) from the 2020 iteration (Castro Fer-
reira et al., 2020). While development and test
sets for the low-resource languages were created
by hand, training sets are machine-translated.

In our submission of WebNLG 2023 challenge,
we use the power of mT5 (Xue et al., 2021), a mul-
tilingual transformer model trained in a multi-task
fashion. To boost performance on low-resource lan-
guages, we employ several additional steps in fine-
tuning and inference: (1) We improve WebNLG
2023 training data by re-translating with a stronger
machine translation (MT) model (Costa-jussà et al.,
2022). (2) We finetune either individual models
for each language (single-task setting), or a single
model for all languages (multi-task setting). (3) We
generate text by splitting the input RDF triples and
decoding a subset of triples at a time. We publish
our code and submitted outputs on GitHub.3

2 Related Works

A lot of non-English NLG works addresses ei-
ther surface realization (Mille et al., 2018; Fan
and Gardent, 2020) or text-to-text tasks such as
summarization (Straka et al., 2018; Scialom et al.,
2020; Hasan et al., 2021) or question generation
(Shakeri et al., 2021). In data-to-text generation,
Dušek and Jurčíček (2019) trained a RNN-based
model for Czech, van der Lee et al. (2020) apply
a similar architecture for Dutch. A RNN decoder
has also been applied to Japanese in a multimodal
setup (Ishigaki et al., 2021). Recent works mostly

3https://github.com/knalin55/CUNI_
Wue-WebNLG23_Submission

73

https://commoncrawl.org/
https://commoncrawl.github.io/cc-crawl-statistics/plots/languages
https://commoncrawl.github.io/cc-crawl-statistics/plots/languages
https://github.com/knalin55/CUNI_Wue-WebNLG23_Submission
https://github.com/knalin55/CUNI_Wue-WebNLG23_Submission


use transformer-based architectures. Kale and Roy
(2020) applied a custom transformer pretrained for
MT to a Czech data-to-text task. Several systems
targeted WebNLG 2020’s Russian task (Castro Fer-
reira et al., 2020). Agarwal et al. (2020)’s sys-
tem features a custom-trained bilingual T5-derived
transformer, the works of Kasner and Dušek (2020)
and Zhou and Lampouras (2021) build on the stan-
dard mBART model. Our approach combines the
use of MT for preprocessing with standard mul-
tilingual PLMs and adds multi-task learning and
sentence-level generation.

3 WebNLG 2023 Task Description

The WebNLG challenge focuses on generating text
from a set of RDF triples. Input RDF triples are
extracted from DBpedia (Auer et al., 2007) and the
corresponding reference texts are gathered through
crowdsourcing. Previous iterations (Gardent et al.,
2017; Castro Ferreira et al., 2020) focused on En-
glish and Russian. The 2023 WebNLG challenge
includes 4 low-resource languages (Mt, Cy, Ga,
Br), along with Russian (Ru). The development and
test sets are manually translated from English, but
the training data is a result of MT by the Edinburgh
Zero translation system (Zhang et al., 2020a).

3.1 Automatic Metrics

WebNLG 2023 has been evaluated by automatic
metrics so far. These include BLEU (Post, 2018),
METEOR (Lavie and Agarwal, 2007), chrF++
(Popović, 2015), and TER (Snover et al., 2006).
Comparison against multiple references is used for
Ru, other languages use a single reference per in-
stance.

3.2 Organizer Baselines

The organizer-provided baselines for Ru include
Kasner and Dušek (2020)’s finetuned mBART and
the 2020 Challenge baseline, the FORGE system
(Mille et al., 2019) coupled with Google Translate.
The baseline for Mt, Ga, Cy, Br is the 2020 Chal-
lenge English system of Guo et al. (2020), coupled
with Edinburgh Zero MT (Zhang et al., 2020a).

4 Proposed Approaches

Our own approach builds on multilingual trans-
former PLMs, but improves input data processing
in the low-resource languages by better translation
or filtering (Section 4.1) and employs two simple

yet effective strategies to improve generation: mul-
titask learning (Section 4.2) and splitting complex
inputs for decoding (Section 4.3).

4.1 Better Translation & Data Filtering
To improve on the challenge’s generate-and-trans-
late baseline (see Section 3.2) and show the effect
of the quality of MT-processed training data on the
outputs in low-resource languages, we replace or
filter the baseline MT system outputs. We then use
these improved MT outputs both in an alternative
generate-and-translate baseline and as improved
training data for our direct NLG methods.

Specifically, for Mt, Ga, and Cy, we replace
the Edinburgh Zero System (Zhang et al., 2020a)
with the state-of-the-art NLLB system (Costa-jussà
et al., 2022). Additionally, we modify the transla-
tion process. The original training data was created
by translating whole En verbalizations. However,
based on our inspection, the resulting translations
are often incomplete. We counter this problem by
translating individual En sentences using NLLB.

For Br where NLLB is unavailable, we filter
out inconsistent examples from the existing MT-
processed training data. Since each input set of
triples in the training set typically corresponds to
multiple verbalizations, we calculate the ratios of
lengths of all En verbalizations to their correspond-
ing Br translations. Subsequently, we filter out the
Br verbalizations with ratios (to their correspond-
ing En original) smaller than half the maximum
ratio for the given input triple set.

4.2 Multitask Learning (MTL)
Multitask learning (MTL) trains models on diverse
tasks simultaneously, improving generalization to
different tasks and domains (Liu et al., 2019; Raffel
et al., 2020; Sanh et al., 2022). We apply MTL to
improve the model’s understanding of input triples:
In addition to data-to-text generation in the target
language, we use translation from English and data-
to-text in English as auxiliary tasks. The model
learns to distinguish tasks by different prompts.

4.3 Split and Generate (SaG)
Due to data quality problems being more common
in larger input triple sets, PLMs struggle to generate
fluent and accurate outputs for complex inputs. In a
previous study, Narayan et al. (2017) introduced a
split and rephrase approach for sentence simplifica-
tion. Their method involved creating parallel data
by finding the verbalizations of a subset of input
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"Bananaman | creator | Steve_Bright", "Bananaman | network | BBC"

"<extra_id_1> Bananaman <extra_id_3> Steve Bright <extra_id_2> creator
<extra_id_1> Bananaman <extra_id_3> BBC <extra_id_2> network"

Figure 1: An instance of the preprocessing step

triples in the WebNLG dataset. Building upon this
concept and following earlier works on sentence-
by-sentence verbalization (Moryossef et al., 2019;
Ferreira et al., 2019), we employ a straightforward
decoding strategy: We split the input triple sets into
subsets based on the same triple subject, generate
outputs for the individual subsets, and subsequently
concatenate the generated texts. We further exper-
iment with a subset size limit – we partition the
subset S into further subsets if its size exceeds a
pre-set value n.

5 Experiments

5.1 Data preprocessing

As is common in PLM-based RDF-to-text systems,
we linearize the input triples. We use three special
tokens (newly added to the model) to mark subjects,
objects, and predicates. We remove underscores
from entities. The triples are concatenated using a
subject-object-verb order (see Figure 1). Following
mT5 pretraining methodology, we use prompts to
distinguish tasks. For RDF triple verbalization, we
adopt the prompt format: “RDF-to-text in <lang>:
<input>” where <lang> is the target language and
<input> denotes the input triples.

5.2 Model Parameters

We use the base variant of mT5 (Xue et al., 2021).4

We train all our models for 30 epochs with batch
sizes of 8 and select our best model based on val-
idation loss. We use beam search decoding with
beam size 4. To prevent repetitive outputs, we also
use a repetition penalty rp = 3.5 (Keskar et al.,
2019).5

5.3 Model Variants

We experiment with the following system variants
(in both training and inference):

baseline For each language, we simply fine-tune
mT5 on the organizer-provided training data.

4https://huggingface.co/google/mt5-base
5The value was found by development data trials.

base-(NLLB/DF) For Mt, Ga and Cy, we retrans-
late the training dat using NLLB (Costa-jussà et al.,
2022) and for Br, we apply simple data filtering, as
described in Section 4.1. We do not apply this step
for Ru where the training data is of sufficient qual-
ity. Since the performance of retranslated and fil-
tered data is better than the baseline (see Tables 1b
to 1d, Table 2), we use it as our primary training
data in all further experiments.

MTL We finetune separate mT5 models using
MTL for Mt, Ga, and Cy (using NLLB-retranslated
data) and Ru (on original data), with translation to
English and English RDF-to-text as auxiliary tasks
(see Section 4.2). For translation from English, we
use the prompt “Translate from En to <lang>: <in-
put>”, and the prompt for English text generation
is “RDF-to-text in English: <input>”.

Multilingual Model (MLM) We finetune a sin-
gle mT5 model on data created from combining
NLLB-retranslated Mt, Ga, and Cy datasets with
the existing Ru data. Since the Br data is lower
quality, we do not include it in this setting.

SaG We optionally employ SaG during inference
to ensure simpler and more fluent outputs (see Sec-
tion 4.3). We only use the subset size limit n in Br,
as we observed no performance improvements in
other languages. For Br, we find that setting n = 2
yields the best performance.

6 Results

Table 1 shows comprehensive evaluation scores of
our experiments on Ru, Mt, Ga and Cy. Generally,
we see a substantial improvement for base-NLLB
from baseline for Mt, Ga, and Cy. This is the most
notable boost as using NLLB represents the largest
change in the setup.

For Ru (Table 1a), we observe an improvement
with the MTL and MLM setups, but SaG decod-
ing seems to hurt performance. As Ru is a com-
paratively high-resource language, we suspect the
model is already well-suited to process complex
outputs in a single step, and splitting the inputs
means losing context in the individual steps.

Unlike Ru, Mt (Table 1b) sees a performance
drop of MTL/MLM over base-NLLB. Adding SaG
helps slightly, but not enough to match base-NLLB.
The organizers’ baseline and generate-and-translate
with NLLB are better than any of our models.

For both Ga and Cy, we observe an improvement
in the performance of MTL and MTM over base-
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Model BLEU MET ChrF TER

WebNLG 2023 best 54.71 - 0.69 0.37
(Kasner and Dušek, 2020) 52.9 - 0.68 0.40
(Mille et al., 2019) + GT 25.5 - 0.51 0.67

baseline 51.39 0.37 0.67 0.41
MTL 53.48 0.39 0.68 0.4
MLM ⋄ 54.52 0.39 0.69 0.38
MTL + SaG 50.15 0.38 0.67 0.44
MLM + SaG 50.12 0.38 0.68 0.44

(a) Russian (Ru) – 2nd of 4 submitted systems

Model BLEU MET ChrF TER

WebNLG 2023 best 21.27 - 0.52 0.65
(Guo et al., 2020) + Edin 15.60 - 0.42 0.67
(Guo et al., 2020) + NLLB 16.07 0.26 0.47 0.71

baseline 12.37 0.2 0.36 0.72
base-NLLB 14.08 0.25 0.44 0.77
MTL 13.95 0.25 0.44 0.78
MLM 13.91 0.25 0.45 0.77
MTL + SaG ⋄ 14.02 0.26 0.45 0.78
MLM + SaG 14.02 0.29 0.45 0.79

(b) Maltese (Mt) – 3rd of 5 submitted systems

Model BLEU MET ChrF TER

WebNLG 2023 best 20.40 - 0.51 0.69
(Guo et al., 2020) + Edin 11.63 - 0.36 0.74
(Guo et al., 2020) + NLLB 17.95 0.23 0.46 0.70

baseline 6.53 0.13 0.27 0.77
base-NLLB 15.65 0.22 0.43 0.78
MTL 15.65 0.22 0.43 0.77
MLM 15.70 0.22 0.43 0.78
MTL + SaG ⋄ 15.87 0.22 0.43 0.78
MLM + SaG 15.15 0.32 0.42 0.8

(c) Irish (Ga) – 3rd/4th of 5 submitted systems

Model BLEU MET ChrF TER

WebNLG 2023 best 25.11 - 0.55 0.64
(Guo et al., 2020) + Edin 10.70 - 0.36 0.77
(Guo et al., 2020) + NLLB 18.77 0.25 0.48 0.7

baseline 7.80 0.15 0.29 0.78
base-NLLB 16.13 0.24 0.44 0.79
MTL 16.73 0.24 0.45 0.78
MLM 16.65 0.24 0.44 0.80
MTL + SaG ⋄ 17.01 0.24 0.45 0.79
MLM + SaG 16.28 0.35 0.45 0.81

(d) Welsh (Cy) – 3rd of 4 submitted systems

Table 1: Automatic Evaluation Scores for Ru, Mt, Ga, Cy. “MET” stands for METEOR. We include the scores for
the best WebNLG 2023 system and baseline systems above the dividing line in each table. For Ru, these come from
WebNLG 2020. The English outputs of (Mille et al., 2019)’s system were processed by Google Translate (GT). For
Mt, Ga, Cy, the English outputs of (Guo et al., 2020)’s system were processed by Edinburgh Zero (Zhang et al.,
2020a) (Edin) and re-processed by ourselves using NLLB (Costa-jussà et al., 2022), see Section 4.1. ⋄ denotes our
system used for the challenge submission. The rankings of our submission and the number of submitted systems are
included in each sub-caption.

Model BLEU MET ChrF TER

(Guo et al., 2020) + Edin 9.92 - 0.32 0.77

baseline 7.02 0.14 0.27 0.79
base-DF 8.84 0.15 0.29 0.91
base-DF + SaG ⋄ 10.09 0.17 0.33 0.80
base-DF + SaG (n = 2) 11.31 0.19 0.36 0.83

Table 2: Automatic evaluation scores for Br (see Table 1
for explanations). Our submission was the only one
competing in the challenge.

NLLB (Tables 1c and 1d), similar to Ru. There is a
slight improvement in the performance of SaG de-
coding over MTL, but not in the MTM case. While
our direct translation models outperform the chal-
lenge baseline, they fare worse than generate-and-
translate with NLLB.

The scores for Br are shown in Table 2. Using
SaG decoding with base-DF slightly enhances the
performance over the organizer’s baseline, and un-
like other languages, Br sees a decent performance
boost over the method without SaG decoding.

7 Conclusion

In this work, we describe our submitted systems
for the WebNLG 2023 Challenge. The provided
silver training dataset for the under-resourced lan-
guages sometimes contains incomplete translations.
To address this, we create alternate parallel data
using NLLB, which seems to provide the biggest
performance boost. Furthermore, we gain addi-
tional minor improvements by using a multi-task
and multilingual training settings, coupled with a
split-and-generate decoding method, which pro-
duces simpler and more verbose outputs. Our sys-
tems mostly score in the middle of the challenge
scoreboard; our Br submission was the only com-
petitor in the challenge. For Ru, Ga and Cy, our
submitted systems perform substantially better than
the organizers’ baseline. A non-submitted variant
of our system for Br also surpasses the baseline.
However, in Mt, Ga, and Cy, our approaches under-
perform a simple generate-and-translate baseline
with the improved NLLB MT system.
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