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Abstract
In this paper we show our approach to solve the
Shared Task on Detecting Signs of Depression
from Social Media Text at LT-EDI@RANLP
2023. The given task is to classify the Reddit
posts present in the dataset provided, into 3 lev-
els of depression: ‘not depression’, ‘moderate’
and ‘severe’. We have attempted classifying
the posts using two models. We have explored
multiple models for this task. Three of which
will be included in this paper. The first model
uses sentiment labels automatically extracted
using TextBlob with TF-IDF for feature ex-
traction and support vector machines (SVMs)
for classification. For the second model, we
leverage a convolutional neural network archi-
tecture for feature extraction and classification.
Lastly, the third model incorporates a Bi-LSTM
architecture with GloVe embeddings for fea-
ture extraction and classification. All the above
models also used SMOTE for oversampling the
dataset. Through our experimentation, we aim
to evaluate the effectiveness of these models
in accurately identifying signs of depression in
social media text.

1 Introduction

Depression is one of the most severe mental-health
diseases right now and it is important to detect the
signs early on and take actions to stop troubled
individuals from taking their own life and provide
them with the help they need. Most methods we
rely on today are medical procedures in clinics
or actual human interaction which is highly inef-
fective leading to the high rates of suicide and a
significant percentage of individuals affected by
depression. According to the World Health Orga-
nization(WHO) almost 280 million people in the
world suffer from depression and on an average
about 703,000 people take their lives around the
world as on 2022. However with the huge online
presence in various social media platforms and in-
dividuals giving daily updates through social me-
dia posts it would make detecting depression very

easy if we had a model that uses the social me-
dia texts and classifies it into multiple levels of
depression. By using natural language processing,
machine learning, and data mining techniques, re-
searchers have made significant strides in automat-
ing the detection of depression in social media data.
These include traditional machine learning algo-
rithms like SVMs, Random Forest or Naive Bayes
algorithms in the past and advanced Deep Learn-
ing algorithms in the recent times like Recurrent
Neural Networks(RNN), Convolutional Neural Net-
works(CNN), Long Short-Term Memory (LSTM)
and Generative Adversarial Networks (GAN) to
name a few (William and Suhartono, 2021). In this
paper we present our model for detecting depres-
sion for the competition Shared Task on Detecting
Signs of Depression from Social Media Text at
LT-EDI@RANLP 2023. This paper has 6 sec-
tions. Section 2 contains a short summary of the
related works on depression detection using social
media text referred to by the authors. Section 3
contains the details of the datasets used and any
pre-processing done on them. Section 4 is on the
methodology of our model. Section 5 shows the
experiments done and the results obtained. Section
6 gives the conclusion of the paper and future work.

2 Related Works

Most of the work right now is focused on detect-
ing depression from social media texts. One of
the very first papers on depression detection in
social media texts was written by De Choudhury
et al.(2013), where the authors used a statistical
classifier to estimate the level of depression. Chat-
terjee et al.(2019) used Long Short-Term Mem-
ory (LSTM) and Convolutional Neural Networks
(CNN). Kim et al.(2020) used Convolutional Neu-
ral Networks (CNN) and XGBoost in their model
of text classifier in an attempt to use ensemble learn-
ing. Amanat et al.(2022) created a hybrid model
using Long Short-Term Memory (LSTM) and Re-
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PID Text data Label
train_pid1 My life gets worse every year : That’s what it feels like anyway.... moderate
train_pid2 Words can’t describe how bad I feel right now : I just want to fall

asleep forever.
severe

train_pid3 Is anybody else hoping the Coronavirus shuts everybody down? not depression

Table 1: The data files are in Comma Separated Values (csv) format with three columns namely PID, Text data and
Label. The above table shows a sample for each of the labels.

current Neural Networks (RNN). (Poświata and
Perełkiewicz, 2022) presented the winning solution
for Shared Task on Detecting Signs of Depression
from Social Media Text at LT-EDI@ACL 2022. In
their paper they have prepared a new pre-trained
language model, DepRoBERTa. They have pre-
sented three models for the competition: RoBERTa-
large, DepRoBERTa and ensemble model. They
achieved a macro-averaged F1-score of 0.583. For
feature extraction many works have made use of
the Linguistic Inquiry and Word Count (LIWC)
and models based on contextual word embeddings
(Tadesse et al., 2019). In recent times more em-
phasis has been on deep learning and large pre-
trained transformer-based language models. Deep
learning techniques, such as convolutional neural
networks (CNNs) and recurrent neural networks
(RNNs), have shown more promise in detecting
depression from social media text (Aswathy et al.,
2019). These techniques are able to learn complex
patterns in language, which can help them to distin-
guish between genuine expressions of depression
and other types of emotional expression. However
it is important to note that this depends on the qual-
ity and the quantity of the data we have with us.
The quality of datasets impact the accuracy of the
models a lot which makes the balancing of datasets
crucial. Chawla et al.(2002) introduces SMOTE, a
method for oversampling the minority class in im-
balanced datasets. The paper evaluated SMOTE on
a variety of imbalanced datasets and found that it
was able to improve the performance of classifiers
on these datasets.

3 Dataset

The datasets provided for the competition includes
Train data, Development data and Test data (Sam-
path et al.). Train data and Development data con-
tain reddit posts in English language and each post
is annotated with one of the labels: ‘not depres-
sion’, ‘moderate’ and ‘severe’. The first label in-
dicates absence of any sign of depression in the

post. The second label indicates the presence of
some signs of depression and the third one indi-
cates severe depression. The distribution indicates
an imbalance among the classes, with the ’mod-
erate’ label being the most prevalent, followed by
’not depression’, and ’severe’ being the least rep-
resented category. Class imbalance can pose chal-
lenges during model training, as the minority class
(in this case, ’severe’) may have fewer samples to
learn from, potentially resulting in biased predic-
tions. To address this class imbalance we used
SMOTE oversampling for Training dataset on the
class ’severe’. SMOTE works by creating synthetic
minority class examples that are located between
existing minority class examples. This is done by
randomly selecting a minority class example and
then selecting one of its k nearest neighbors. A
new synthetic example is then created at a point
along the line connecting the two selected exam-
ples. To understand the datasets better and prepare
the data for analysis, several preprocessing steps
were undertaken. Firstly, duplicates were removed
from both the Training and Development datasets
to ensure the uniqueness of the samples. Addition-
ally, the word ’[removed]’ was eliminated from
the datasets as it indicated that certain posts were
removed by Reddit moderators for various reasons,
such as containing inappropriate or banned content.
We will be using the Development dataset as Test
dataset for the sake of the paper to compare the
models on the basis of F1-score which won’t be
possible for test data as the posts are not labelled.

Table 2: Label Distribution in the Dataset

Labels Number Percentage
Not Depression 2755 38
Moderate 3678 51
Severe 768 11
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4 Methodology

For depression detection from text a few steps are
involved. This includes data preprocessing which
involves cleaning and preprocessing the collected
data, feature extraction which involves identifying
the most informative features that are likely to be
associated with depression and model development
which involves choosing an appropriate algorithm
to develop a predictive model. For data preprocess-
ing we are cleaning the data and using SMOTE to
balance the dataset.

4.1 SVM model with TextBlob(TF-IDF)

In this model we are using a LinearSVM model
for classification, TextBlob for sentiment analy-
sis and TfidfVectorizer is used to convert the pre-
processed text data into a numerical representation
using TF-IDF (Term Frequency-Inverse Document
Frequency). The sentiment scores are calculated
using the polarity and subjectivity scores of the text.
The sentiment scores and the TF-IDF representa-
tions are combined by concatenating them together
to form a single feature vector for each text data
point. This combined feature vector is then used
as input to the model. All the models were down-
loaded from the Python Package Index. The results
of the model will be discussed in section 5.

4.2 CNN model with TextBlob(TF-IDF)

In this model, we will utilize a convolutional neural
network (CNN) for classification. TextBlob will
be used for sentiment analysis, and TF-IDF (Term
Frequency-Inverse Document Frequency) will be
employed to convert the pre-processed text data
into a numerical representation. The sentiment
scores are calculated using the polarity and subjec-
tivity scores of the text. The sentiment scores and
the TF-IDF representations are combined by con-
catenating them together to form a single feature
vector for each text data point. This combined fea-
ture vector is then used as input to the model. The
Python Package Index will be used to download
the necessary models. The results of this model
will be discussed in section 5.

4.3 Bi-LSTM model with TextBlob and GloVe
embeddings

In this model, we utilize a bidirectional long short-
term memory (Bi-LSTM) model for classification,
TextBlob for sentiment analysis, and GloVe embed-
dings for word representation. The input text data is

tokenized using TextBlob, and GloVe embeddings
are employed to convert the tokens into numerical
representations. This model uses two input layers:
an embedding layer uses the pre-trained GloVe em-
beddings as initial weights and a Bi-LSTM layer.
The Bi-LSTM architecture is capable of capturing
contextual information from the text data by pro-
cessing it in both forward and backward directions.
The results of this model will also be discussed in
section 5.

4.4 Experimentation

In addition to the models mentioned above, we con-
ducted further experimentation to explore different
approaches and techniques for detecting signs of
depression from social media text. We recognized
the importance of considering alternative methods
and evaluating their performance to find out the
best model for the given dataset.

During our experimentation, we explored the
utilization of Word2Vec embeddings in combi-
nation with other machine learning algorithms.
We observed that the SVM model with TextBlob
(TF-IDF) outperformed the other variations. This
finding indicates that the combination of SVM,
TextBlob sentiment analysis, and TF-IDF repre-
sentation effectively captures the necessary infor-
mation from social media text to detect signs of
depression.

5 Results and Dicussion

Table-3 shows the results of the three models. The
SVM model with TextBlob (TF-IDF) was the best
in terms of accuracy (0.603) and F1-score (0.479).
Following that was the CNN model with TextBlob
(TF-IDF) with an accuracy of 0.584 and F1-score of
0.442. Finally the model based on Bi-LSTM model
with TextBlob and GloVe embeddings had an ac-
curacy of 0.47 and F1-score of 0.34. The macro
F1-score for each of them were 0.48, 0.44 and
0.34 respectively. The main challenge faced in this
shared task was the imbalanced dataset. The rea-
son for the better performance of the SVM model
could be because of the simplicity of the problem.
To compare the models the metrics used during
the experiments are accuracy, precision, recall and
macro F1-score and weighted F1-score for all the
classes. The macro F1-score is the main metric to
evaluate the models.
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Figure 1: Confusion matrices for the the three models

Model Accuracy F1 score
SVM model with
TextBlob(TF-IDF)

0.603 0.479

CNN model with
TextBlob(TF-IDF)

0.584 0.442

Bi-LSTM model with
TextBlob and GloVe
embeddings

0.47 0.34

Table 3: Results of each model on the development set.

6 Conclusion and Future Works

In this paper, we presented three solutions to the
Shared Task on Detecting Signs of Depression from
Social Media Text at LT-EDI@RANLP 2023. The
SVM model with TextBlob for feature extraction
proved to be the best one among the three and
the CNN model with a close second. For future
works we plan to implement models better suited
for both feature extraction and classification and
use a better split training data and testing data. Also
the accuracy could be improved by balancing the
dataset better by using other methods.
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