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Abstract

Our research aims to address the task of de-
tecting homophobia and transphobia in social
media code-mixed comments written in Span-
ish. Code-mixed text in social media often
violates strict grammar rules and incorporates
non-native scripts, posing challenges for iden-
tification. To tackle this problem, we perform
pre-processing by removing unnecessary con-
tent and establishing a baseline for detecting
homophobia and transphobia. Furthermore,
we explore the effectiveness of various tradi-
tional machine-learning models with feature
extraction and pre-trained transformer model
techniques. Our best configurations achieve
weighted F1 scores of 0.86 on the test set
and 0.86 on the development set for Spanish,
demonstrating promising results in detecting
instances of homophobia and transphobia in
code-mixed comments.

1 Introduction

Hate speech is speech that is directly or indirectly
against a person or group and contains animosity
because of something inherent to that person or
group (Schmidt and Wiegand, 2017; Chetty and
Alathur, 2018; Fortuna and Nunes, 2018). Locat-
ing hate speech on the Internet is a difficult task
that even the most advanced models struggle to
complete (Govers et al., 2023; Chakravarthi et al.,
2023a). As a result of the rapid development in
user-generated online content, which has not only
resulted in a vast increase in the accessibility of in-
formation but has also delivered a vast increase in
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the accessibility of information (Subramanian et al.,
2022a), individuals have been provided with a sim-
ple platform on which to express their opinions and
communicate with others in a public forum (Jahan
and Oussalah, 2023; Chakravarthi, 2022a). This
has resulted in some undesirable uses of online
spaces, such as the dissemination of hate speech,
which is regrettable. The use of abusive language
frequently accompanies the dissemination of hate
speech in everyday life, especially on social me-
dia (Chakravarthi et al., 2023c; Subramanian et al.,
2022b; Chakravarthi, 2022b).

In studies conducted under the headings of hate
speech, offensive language, and aggressive lan-
guage, the examination of homophobic language is
typically grouped with analyses of other forms of
hostility (Waseem and Hovy, 2016; Espinosa Anke
et al., 2019; Priyadharshini et al., 2022). ”Emo-
tional disgust towards individuals who do not con-
form to society’s gender expectations” is one defi-
nition of transphobia (Nagoshi et al., 2008). Homo-
phobia is the unreasonable fear, loathing, and in-
tolerance of homosexual men and women in close
proximity (Chakravarthi, 2023). Typically, hate
speech detection models are evaluated by measur-
ing how well they perform on data set aside for
testing. Most of the evaluation, accuracy, and F1
score are used as metrics (Chakravarthi et al., 2021;
Santhiya et al., 2022; Priyadharshini et al., 2022).
The overview paper (Chakravarthi et al., 2023b),
described the overall descriptions of the partici-
pants participated and the dataset of the shared task
on Homophobia and Transphobia Detection in so-
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cial media comments.

We participated in Task A for Spanish, which
focused on the detection of Homophobia and Trans-
phobia in social media comments. The task was
organized by LT-EDI@RANLP-2023. With the
provided dataset, we developed machine learning
models using feature extraction as baselines, as
well as the MuRIL transformer model. Among
our models, the MuRIL model yielded the best re-
sults, achieving a weighted F1 score of 0.86. These
scores indicate the effectiveness of our approach
in accurately identifying instances of Homopho-
bia and Transphobia in Spanish social media com-
ments. Our participation in this shared task has
provided valuable insights into the detection and
understanding of discriminatory behavior in online
platforms.

2 Related Work

Researchers examined the linguistic behaviors of
homosexual individuals in China by compiling a
corpus of their texts (Espinosa Anke et al., 2019).
(Chakravarthi et al., 2022a) created fine-grained
taxonomy for homophobia and transphobia for En-
glish and Tamil languages. (Chakravarthi et al.,
2022b) conducted a shared task to the identifica-
tion of homophobia, transphobia, and non-anti-
LGBT+ content from the given corpus. This task
was centered on three subtasks for the Tamil, En-
glish, and Tamil-English (code-mixed) languages.
It received 10 Tamil systems, 13 English systems,
and 11 Tamil-English systems. The average macro
F1-score for the top systems for Tamil, English,
and Tamil-English was 0.570, 0.877, and 0.610,
respectively.

(Chinnaudayar Navaneethakrishnan et al., 2022)
conducted sentiment analysis and homophobia de-
tection shared task in code-mixed Dravidian lan-
guage YouTube comments for Tamil, Malayalam
and English. At FIRE 2022 the DravidianCodeMix
organized task A for detecting sentiment analysis
and task B for detecting homophobia. 95 indi-
viduals signed up for the shared task, 13 teams
submitted their results for task-A a, and 10 teams
submitted their results for task B. Traditional ma-
chine learning and deep learning models were used
to investigate tasks A and B.

Transphobic and homophobic insults directed at
LGBTQI+ persons for the shared task have been
identified using transformer-based model method-
ologies such as BERT and XLMROBERTa models
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by (Manikandan et al., 2022). BERT offers 91%,
while XLM-RoBERTa offers 93%. The content
was predicted using the IndicBERT and LaBSE
machine learning models. The following were the
results: IndicBERT was utilized to train Tamil,
Malayalam, and Tamil-English, whereas LaBSE
was utilized to predict the English content. The
weighted average F1 scores for English, Malay-
alam, Tamil-English, and Tamil were 0.46, 0.54,
0.39, and 0.28, respectively by (Pranith et al., 2022).
(Varsha et al., 2022) participated in both sentiment
analysis and homophobia detection tasks. Under
the feature extraction techniques of Count Vector-
izer and TF-IDF, pre-trained models such as BERT,
XLM, and MPNet were used alongside classifiers
such as SVM, MLP, and Random Forest. The rank-
ings for sentiment analysis assignment are rank 1 in
the Tamil dataset, rank 6 in the Malayalam dataset,
and rank 7 in the Kannada dataset. The sentiment
analysis task in the Malayalam dataset yielded the
highest F1 score of 0.63, while the homophobia de-
tection task yielded 0.95. Various machine learning
algorithms are contrasted with the proposed sys-
tem’s performance (Shanmugavadivel et al., 2022;
Kumaresan et al., 2022).

We discuss the existing research in the field of
text classification, particularly focusing on the spe-
cific context of Indian languages. We implemented
the MuRIL (Multilingual Representations for In-
dian Languages)(Khanuja et al., 2021) pre-trained
transformer model, which we utilize in our study.
MuRIL, available through the Hugging Face model
repository, is specifically designed to handle the
linguistic complexities and nuances of Indian lan-
guages, enabling effective text classification tasks.
While previous works have explored various ap-
proaches for text classification in Indian languages,
our paper distinguishes itself by leveraging the
MuRIL model and fine-tuning it on a diverse range
of downstream tasks. By highlighting the advan-
tages of MuRIL and showcasing the results of our
fine-tuning experiments, we contribute to the grow-
ing body of research focused on enhancing the per-
formance of text classification in Indian languages.

3 Task and Dataset Description

This research paper discusses our participation in
the shared task Homophobia/Transphobia Detec-
tion in social media comments!, which was or-

'nttps://codalab.lisn.upsaclay.fr/
competitions/11077


https://codalab.lisn.upsaclay.fr/competitions/11077
https://codalab.lisn.upsaclay.fr/competitions/11077

Este es un texto que habla sobre la igualdad de derechos para las personas LGBT+.>< None >
< Los homosexuales son una aberracion. >< Homophobic >
Las personas transgéneros no son reales. >< Transphobic >

Figure 1: Examples comments from the datasets in Spanish

ganized by LT-EDI@RANLP-2023. The objec-
tive of this task was to identify instances of ho-
mophobia and transphobia in social media com-
ments across multiple languages, including English,
Hindi, Tamil, Spanish, and Malayalam. Our focus
was specifically on Task A, which involved de-
tecting these forms of discrimination in Spanish
comments using a 3-class classification approach.
The dataset provided for this task consisted of 1586
social media comments, each annotated as Homo-
phobic, Transphobic, or None. We divided this
dataset into a training set of 850 comments, a de-
velopment set of 236 comments, and a test set of
500 comments. The class distribution for each set
is presented in Table 1. Further details about the
dataset can be found in the study by (Chakravarthi
et al., 2022a). The shared task consisted of three
phases: in the first phase, a training and develop-
ment set was provided to train our model; in the
second phase, only the test set comments were re-
leased, and we were required to make predictions
using the model trained in the first phase; finally,
in the last phase, the test set with labels was re-
leased to assess the performance of our model. We
will submit our predictions based on the test set
comments to the organizers for evaluation.

Table 1: Data statistics for Spanish in Task A

Category  Train Test Dev
None 450 | 300 | 150
Homophobic 200 | 100 | 43
Transphobic 200 | 100 | 43

Total 850 500 236

4 Methodology

The methodology section outlines the step-by-step
process we employed to identify instances of homo-
phobia and transphobia in code-mixed text in the
Spanish language. This involved utilizing feature
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extraction with machine learning and transformer-
based approaches for text classification.

4.1 Machine learning

In this task, we employed traditional machine learn-
ing models as our baseline, along with CountVec-
torizer® feature extraction. Before proceeding with
the models, we executed essential preprocessing
steps, which involved removing tags, punctuation,
URLs, and other unwanted elements. Addition-
ally, we converted the labels into numerical val-
ues using a LabelEncoder. To facilitate effective
machine learning, we utilized the CountVectorizer
technique to transform the text data into vector-
ized representations, which would be conducive
to the performance of our models. Consequently,
we implemented several popular algorithms includ-
ing Naive Bayes (NB), Support Vector Machines
(SVM), Logistic Regression (LR), Decision Trees
(DT), and Random Forests (RF), by leveraging the
sci-kit-learn library*. By combining these steps,
we were able to establish a strong foundation for
our machine-learning approach using traditional
models and CountVectorizer extraction.

4.2 Transformers

We utilized the MuRIL (Multilingual Represen-
tations for Indian Languages) pre-trained trans-
former model’, trained on BERT Large (24L) with
17 Indian languages. Categorical labels were en-
coded using LabelEncoder from sci-kit-learn. The
Hugging Face library trained a transformer model,

https://scikit-learn.org/stable/
modules/generated/sklearn. feature_
extraction.text.CountVectorizer.html

*https://scikit-learn.org/stable/
modules/generated/sklearn.preprocessing.
LabelEncoder.html

*nttps://scikit-learn.org/stable/index.
html

Shttps://huggingface.co/google/
muril-large-cased
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”google/muril-large-cased”®. Tokenizer encoded
train and test texts into tensors. A TensorDataset
organized encoded data, and a data loader batched
the data. The model was trained on a preferred de-
vice, optimized using AdamW, and adjusted learn-
ing rate with a scheduler. After training, the model
was evaluated in the test mode. Predictions were
generated using test data, and the highest probabil-
ity class was chosen. Classification report printed
with precision, recall, F1-score, and support. Con-
fusion matrix computed using sci-kit-learn’s confu-
sion_matrix function. Visualization was created
using Matplotlib and seaborn, representing cor-
rectly and incorrectly classified samples. This ap-
proach provided insights into the performance of
the MuRIL transformer model for the task.

5 Results and Discussion

In this section, we evaluated the results of various
models used to detect homophobia and transphobia
in the Spanish language. The performance of these
models was assessed using metrics such as Accu-
racy (ACC), Macro Precision (MP), Macro Recall
(MR), Macro F1 (MF1), Weighted Precision (WP),
Weighted Recall (WR), and Weighted F1 (WF1)
scores. We experimented with five machine learn-
ing models, including NB, SVM, LR, DT, and RF
utilizing CountVectorizer feature extraction. The
weighted F1 scores obtained for these models were
0.60, 0.78, 0.82, 0.79, and 0.77, respectively.
Next, we explored the performance of a large lan-
guage model, specifically the MuRIL large cased
model, which was originally pre-trained on Indian
languages. However, we adapted it for detecting
homophobia and transphobia in the Spanish lan-
guage. Comparing the results in Table 3, it was
evident that the pre-trained transformer model out-
performed the other models, achieving a weighted
F1 score of 0.84 on the test set and 0.82 on the
development set shown int he Table 2. This higher
score indicates its superior performance in classify-
ing instances of homophobia and transphobia. To
gain further insights, we visualized the model’s pre-
dictions using a confusion matrix, which is shown
in Figure 2. This visualization provides a clear rep-
resentation of how well the best model performed
for each class, demonstrating its ability to correctly
identify instances of homophobia and transphobia.
Overall, based on the evaluation metrics and the

Snttps://huggingface.co/google/
muril-large-cased
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Confusion Matrix

- 150

True
Homophobic

Transphobic
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Predicted

Transphobic

Figure 2: Confusion matrix for MuRIL transformer
model

clear performance superiority of the pre-trained
transformer model, we selected it as the best model
for detecting homophobia and transphobia in the
Spanish language.

6 Conclusion

In this study, we examined the detection of ho-
mophobia and transphobia in the Spanish lan-
guage using machine learning models and a pre-
trained transformer model. Among the traditional
models with CountVectorizer feature extraction,
the MuRIL pre-trained transformer model outper-
formed them with a weighted F1 score of 0.84 on
the test set. The transformer model’s superior per-
formance demonstrates its effectiveness in classify-
ing instances of homophobia and transphobia. The
confusion matrix visualization further supported
the model’s ability to correctly identify such in-
stances. Consequently, we conclude that the pre-
trained transformer model is a suitable choice for
this task, offering the potential for addressing social
issues and promoting inclusivity in online spaces.
Future research can explore fine-tuning techniques
and larger datasets to enhance the model’s perfor-
mance.
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