CIMAT-NLP@LT-EDI: Finegrain Depression Detection by Multiple Binary
Problems Approach

Maria de J. Garcia Santiago, Fernando Sanchez Vega, A. Pastor Lopez-Monroy
Mathematics Research Center, Jalisco S/N Valenciana, 36023 Guanajuato, GTO México
{maria.garcia, fernando.sanchez, pastor.lopez } @cimat.mx

Abstract

This work described the work of the team
CIMAT-NLP on the Shared task of Detecting
Signs of Depression from Social Media Text at
LT-EDI 2023 Sampath et al. (2023), which con-
sists of depression classification on three levels:

“not depression”, “moderate” depression and

’severe” depression on text from social media.
In this work, we proposed two approaches: (1)
a transformer model which can handle big text
without truncation of its length, and (2) an en-
semble of six binary Bag of Words. Our team
placed fourth in the competition and found that
models trained with our approaches could place
second.

1 Introduction

Approximately 280 million persons suffer depres-
sion around the world, and suicide is the fourth
cause of death according to World Health Organi-
zation (2022).

Other studies have highlighted the impact
of social media on adolescents, introducing a
phenomenon known as “Facebook depression”
O’Keeffe et al. (2011). This term refers to the
symptoms of depression that young people may ex-
perience when they spend significant time on social
media platforms.

Additionally, a study on college students in
Afghanistan revealed a correlation between so-
cial media addiction and depression Haand and
Shuwang (2020). The findings suggested that in-
dividuals experience more severe symptoms of de-
pression as their social media usage increases.

Given the increasing number of people affected
by depression, developing systems to detect indi-
viduals with this mental illness is crucial. One no-
table effort in this direction is the Shared Task on
Detecting Signs of Depression from Social Media
Texts at LT-EDI Sampath et al. (2023).

Our team, CIMAT-NLP, proposed two ap-
proaches for this task. Firstly, we divided sig-
nificant texts into sub-packages and utilized the
RoBERTa transformer Liu et al. (2019). Secondly,
we employed an ensemble of six binary Bags of
Words (BOW) models with different characteris-
tics.

The remaining sections of this paper are orga-
nized as follows: Section 2 discusses related works
on detecting depression on social media. Section 3
provides an overview of the competition and data
distribution. In Section 4, we describe the methods
we developed for the task. Section 5 presents the
results obtained by our models. Finally, in Section
6, we draw conclusions based on our work.

2 Related work

Detecting depression presents a challenging task
due to the intricate nature of this mental disorder.
The complexity of this mental illness makes screen-
ing for depression a demanding task. In this field,
various workshops are dedicated to this cause, such
as the Early Internet Risk Prediction workshop
(CLEF eRisk) Parapar et al. (2022). This work-
shop focuses on developing methods for automatic
systems for online risk prevention. In the context
of eRisk, proposals have predominantly focused
on the use of Bag of Words (BOW)-based machine
learning models together with SVM classifiers or
deep neural networks, due to the proven effective-
ness of both approaches. Notable examples include
the top three best ranks in the 2018 eRisk competi-
tion (Losada et al. (2018), Trotzek et al. (2018),Fu-
nez et al. (2018)), demonstrating the effectiveness
of BOW in representing text for tasks related to
detecting mental illness. Our approach follows
suit, as we choose to implement BOW with several
specialized classifiers, targeting different levels of
depression.
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It is evident that transformers have surpassed the
state of the art in various NLP tasks. However, a
drawback of transformers is their inability to pro-
cess large inputs, which is a common scenario in
author profiling tasks, due to the high computa-
tional resources required. In Martinez-Castafio et al.
(2021), this issue was addressed by segmenting the
text into subchunks per category during training
and averaging the prediction probabilities of these
subchunks for an overall prediction. Another limi-
tation of transformers lies in the variability of their
predictions, which stems from variations in their
initialization seeds during training. To mitigate
this variability and leverage the benefits of these
results, multiple transformer ensemble techniques
have been proposed. Poswiata and Peretkiewicz
(2022), Janatdoust et al. (2022), and Wang et al.
(2022) have introduced such techniques, emphasiz-
ing that sets of classifiers can offer improved pre-
dictions compared to a single one. Inspired by the
ensemble’s design philosophy, we have extended
it to methods based on Bag of Words (BOW) and
SVM classifier approaches

3 Dataset

The DepSign-LT-EDI@RANLP-2023 dataset con-
sists of texts collected from various social media
networks. All the texts are in English and have
been classified into three labels: “not depression,”
“moderate,” and “severe.”

The competition was divided into two phases. In
the first phase, the organizing committee provided
participants with the training and development data
to work. In the second phase, participants were
given the test data to make predictions and submit
their results.

Training Dev Test

Total users 7006 3233 499

’not depression” label 2667 844 135
“moderate” label 3584 2161 275

”severe” label 745 228 89

Table 1: Initially, the training dataset had 7201 instances
where 195 were duplicated. In the case of the dev
dataset, only 12 instances were duplicated.

4 Method

In this section, we described the approaches used
for the task. In the first approach, we proposed a

transformer model. Because the text is in English,
we used BERT Devlin et al. (2018a), RoBERTa Liu
et al. (2019), Mental BERT and MentalRoBERTa
(Ji et al., 2021) for our experiments. The second
approach is an ensemble of six Bags of Words,
each specializing in diverse detection with different
characteristics.

4.1 Transformer based approach

Most text in the training and dev dataset does not
pass for 124 tokens. Therefore, this length was set
as the maximum for tokenizing the instances.

During the training phase, if a text exceeds 124
tokens, it is truncated to 124 tokens, and the re-
maining text is divided into subtexts of 124 tokens
each. These subtexts are then added as new in-
stances to the training dataset. As a result, the final
number of instances in the training dataset amounts
to 13, 238.

Subtext 1

Subtext 2

Subtext N-1

Subtext N

Figure 1: For example, if a text has a length of 368
tokens, the total number of subtexts is three, where the
first and second have the same length and the last one
has 120 tokens.

In the case of dev and test data, the datasets were
not modified, however in the inference part, the
process is,

o If the text to classify has a length less than
124, tokens are passed on to the model and
predict its class.

* In other cases, the text is divided into sub-text
with the length set before. Each sub-text class
is predicted, and the final prediction is made
with a voting scheme. In Fig.2, the process is
illustrated.

4.1.1 Voting scheme
A count of the number of subtext predicted for each
subtext is made in the process.

Let be Counter Control (C'C), the number of
subtexts predicted as “not depression”, Counter
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Figure 2: For each sequence of tokens representing the
subtexts, the unique tokens of [CLS] and [SEP] are
added.

Moderate (C'M) for ”moderate”, and Counter Se-
vere (C'S) for severe”.

* If CC' > CM and CC > C'S then the final
prediction is labeled as not depression”.

s If CM > C'S and CM > CC then the final
prediction is labeled as “moderate”.

e If CS > CM and C'S > CC then the final
prediction is labeled as “severe”.

 If CC > CS and CC = C'M then the final
prediction is labeled as “moderate”.

e If C'S > CC and CM = C'S then the final
prediction is labeled as “’severe”.

 If CC > C'M and CC = C'S then the final
prediction is labeled as “severe”.

* If CC = CM = CS then the final prediction
is labeled as “moderate”.

Most of the subchunks from a text are from one
specific label, then is correct to give that classifi-
cation to the whole text. The problem arises when
there is an equal quantity of subchunks from two o
more classes; this happens in one of three cases: an
equal number of not-depressing chunks as severe-
depression classified chunks, an equal number of
not-depressing chunks as moderate depression and
finally if we have an equal number of severe de-
pression chunks as moderate depression chunks.
The majority of these cases are marked as severe
because we prefer to make false positives instead of
false negatives, as we think that if the text presented
various parts of the severe-label text is because the
user that wrote the original text could have symp-
toms of depression.

4.2 Multiple binary BOW approach

Instead of making a multiclass BOW, we decided to
make an ensemble of binary BOWs, each of which

was trained in different datasets. We decided to
use binary BOWs because BOW has outstanding
performance in binary classification tasks, as in the
work of Ortega-Mendoza et al. (2022).

The training datasets were made from the origi-
nal training data provided by the committee orga-
nizer; the strategy was the following:

» Two labels are merged into one label, and the
third is left untouched. Using this strategy,
we made three datasets: “moderate-severe” vs
’not depression”, “moderate-not depression”
vs “severe”, and severe-not depression” vs

“moderate”.

The second strategy only uses two labels and
discards the third one from the training data.
Using this strategy, we made three datasets:
“moderate” vs not depression”, “moderate”

vs “severe”, and “’severe” vs “not depression”.

In total, we created six different data sets for
training the BOW on the six binary decisions. The
same strategy was followed for the dev data for
the corresponding case. For each dataset, we con-
struct a specific BOW using the y-square function
to select the best attributes (in Section 5, we talk
about the weight and number of n-grams used for
the construction). Each BOW is passed on to its
classifier and gets the prediction from all the text
in the dev dataset. The fusion of the BOW is made
using an ensemble; the process is now on the text
level, as the decision is made for each of them.
Let be the text;, for this text are six predictions:
Prediction_k; with 1 < k < 6.

Depending if the Prediction_k; is positive or
not, we add a specific weight to the three counter
variables: C'S, C' M and C'C variables for ’severe”,
“moderate”, and "not depression” respectively. The
next step is to pass these variables into the voting
scheme! for the final prediction.

5 Results

In this section, we present the results in the dev
dataset for each approach to choosing the model
and hyperparameters for the submissions in the
competitions. In the second part of this section, we
present the competition results for the two models.

'The voting scheme contains the same rules described
in Subsubsection 4.1.1, except that when CC' = C'M and
CC > CS8S, the final label is “moderate”.

126



Construct BOW and pass it to classifier

Process for each social media text
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Figure 3: In this ensemble, we refer to ”severe” as S, “moderate” as M, and “’not depression” as N. The counter
variables C'S, C'M and C'C are for "severe”, “moderate”, and “’not depression”, respectively. The counter variables,

voting scheme and final prediction are per user.

5.1 Method validations and hyperparameter

selection

Because the target is multi-class the Fl-score
macro metric was used to select the best models
for the competition. The dev data was used as test
data for this part.

5.1.1 Transformer based approach

For the transformer approach, we made different ex-
periments using pre-trained base models of BERT
Devlin et al. (2018b), RoBERTa Liu et al. (2019),
MentalBERT and MentalRoBERTa Ji et al. (2021),
using different learning rates and batch train for
experimentation with fixed seed 42.

In Table 2, the best five models per transformer
model are described; most of these models are en-
semble models of three transformers with the same
Ir and train batch size. This ensemble models use
majority voting for the final prediction. We de-
cided to use ROBERTa-32, which is a single base
pre-trained RoBERTa trained with learning rate
le=> and train batch size 32 because it was the
model with the best F1-macro score.

5.1.2 Multiple binary BOW approach

Considering that six different BOWs conform to
the ensemble, the best hyperparameters and classi-
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ficators were used; in each BOW, the best attributes
were selected by 2 function 2.

The hyperparameter and classification algorithm
for each one of the six binary subproblems is:

* BOW 1 (S and M vs N): This BOW was
created with unigrams and bigrams, 200 at-
tributes, tf-idf weighting and SVM classifier.

BOW 2 (S and N vs M): This BOW was
created with unigrams and bigrams, 700 at-
tributes, tf-idf weighting and CatBoostClassi-
fier classifier.

BOW 3 (M and N vs S): This BOW was cre-
ated with unigrams, bigrams, tri-grams, 100
attributes, tf weighting and LinearDiscrimi-
nantAnalysis classifier.

BOW 4 (S vs M): This BOW was created with
unigrams and bigrams, 500 attributes, binary
weighting and MultinomialNB classifier.

2All the BOWs were implemented using CountVectorizer
for binary weighting and TfidfVectorizer for the other
BOWs; the two functions are implemented in the sklearn
library. https://scikit-learn.org/stable/
modules/generated/sklearn.feature_
extraction.text.CountVectorizer.html,
https://scikit-learn.org/stable/modules/
generated/sklearn.feature_extraction.
text.TfidfVectorizer.html
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Model Ir Train F1-
Batch score
Size macro
BERT ensemble le® 16 0.5312
BERT ensemble le™® 32 0.5221
BERT ensemble le® 64 0.5145
BERT le™® 16 0.5098
RoBERTa le™® 32 0.5475
RoBERTa ensemble le™® 32 0.5438
RoBERTa ensemble le™® 64 0.5383
RoBERTa le™® 64 0.5199
MentalBERT ensemble 1le™® 16 0.5358
MentalBERT ensemble 1le™® 128 0.5270
MentalBERT ensemble  1le™® 32 0.5257
MentalBERT le™® 16 0.5105
MentalRoBERTa le™® 64 0.5451
MentalRoBERTa le® 16 0.5412
MentalRoBERTa le™® 128  0.5355
MentalRoBERTa le® 16 0.5241

Table 2: For each experiment, three models were made
with the same characteristics and then used for the en-
semble models.

* BOW 5 (S vs N): This BOW was created with
unigrams, bigrams, tri-grams, 100 attributes,
tf weighting and LinearDiscriminantAnalysis
classifier.

* BOW 6 (M vs N): This BOW was created
with unigrams and bigrams, 1700 attributes, tf
weighting and a LogisticRegression classifier.

In the second stage of this ensemble, we used
grid search to set the best weights for the ensemble.
This grid search is done into six parameters affected
by the predictions of each BOW. The final values
used for the submissions are described in Fig. 3.
The performance of this ensemble in the dev dataset
was 54.73 of Fl-score macro.

5.2 Results in the competition

In this subsection, we present the performance ob-
tained in the competition; the best places are shown
as performance references and other strategies were
added to the comparison. In Table 3, we add the
BOW-multiclass, these BOWs were constructed us-
ing the sklearn implemention, with the difference
that this BOW has a multiclass target because they
are trained with the dataset with all the labels.

e BOW-mutliclass 1: This BOW was created
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with unigrams, 100 attributes, tf-idf weighting
and SVM classifier.

BOW-multiclass 2: This BOW was created
with unigrams, bigrams, tri-grams, 100 at-
tributes, tf-idf weighting and SVM classifier.

BOW-multiclass 3: This BOW was created
with unigrams, bigrams, 100 attributes, tf
weighting and SVM classifier.

BOW-multiclass 4: This BOW was created
with unigrams, bigrams, tri-grams, 200 at-
tributes, tf without stopwords weighting and

SVM classifier.
F1-score macro
1st place 0.474
2nd place 0.446
3rd place 0.441
4th place 0.439
RoBERTa-32 (4th place) 0.439
BOW ensemble 0.432
BOW-multiclass 1 0.460
BOW-multiclass 2 0.451
BOW-multiclass 3 0.450
BOW-multiclass 4 0.437
RoBERTa ensemble 32 0.443

Table 3: Our best model is underlined. The BOW-
multiclass were not proposed to submission because
their performance in the dev dataset did not surpass the
proposed models. BOW-multiclass 1 would be placed
second at the competition.

Our model RoOBERTa-32 was placed fourth on
the competition. The ranking provided by the or-
ganizers take the best run from each team, so our
second model could be placed on top fifteen of the
models. The RoOBERTa ensemble 32 refers to the
ensemble of RoOBERTa models with Ir 1e=> and
batch size 32, this model surpass our best model
with little difference, as we see only one of them
have performance similar with less computational
resources.

In the case of BOW-multiclass, we did not in-
clude it in our proposal submissions as in previous
experiments, and they did not obtain better per-
formances than transformers and an ensemble of
BOW.



6 Ethical issues

The automatic detection of mental illness, such as
depression, using user-generated data raises several
critical ethical considerations. One key aspect is
the need to prioritize and ensure the anonymity of
the users whose text is recorded for training and
development purposes.

Crowd-sourcing is commonly employed in the
context of labelling the data, where multiple an-
notators assess and assign labels to the instances.
However, this process introduces a level of subjec-
tivity, and there is no guarantee of perfect accuracy
or consistency in the labelling. Annotators may
have different interpretations or judgments, leading
to potential discrepancies in the assigned labels.
Consequently, the reliability and consistency of the
labelled data may be influenced by the subjective
opinions of the annotators.

The data used for automatic detection should ide-
ally be collected with explicit user consent, where
individuals knowingly and willingly provide their
data for such purposes. However, in some cases,
the data might have been obtained without users’
explicit permission or awareness. This raises con-
cerns about privacy violations and the potential dis-
comfort or distress users may feel upon discovering
their data is being used without their knowledge.

It is essential to prioritize data anonymization
and protection of user identities throughout the
entire data collection and storage process. Further-
more, efforts should be made to obtain explicit user
consent when collecting data, ensuring individuals
are fully aware of how their data will be used and
can deny the use if they wish.

7 Conclusion

As we see in the previous subsection, multiclass
classification is a difficult task for the complex-
ity of depression detection. Our proposed models
obtained performances similar to other teams in
better places in the competition. The BOW en-
semble obtained an F1-macro score close to our
best-proposed model using less computational re-
sources than a transformer model, as this model
does not need GPU or a large amount of storage to
be used.

The BOW-multiclass surpassed too the trans-
former model and the ensemble, even though the
dev dataset did not surpass the proposed models;
this could be because the test dataset is smaller than

the dev dataset, and Machine Learning models as
BOW tend to function better with fewer data.

In future work, we plan to explore better strate-
gies for the values in the weights for the ensemble
models of BOW and the rules made for the final
predictions.
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