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Abstract

Depression is a global health crisis affect-
ing millions. Workplace stress and unhealthy
habits have risen, leading to more people with
depressive symptoms. Early detection and pre-
diction of depression are essential for timely
intervention and support. Unfortunately, so-
cial stigma prevents many from seeking help,
making early detection difficult. Therefore, al-
ternative strategies for depression prediction,
such as analysing social media posts, are be-
ing explored. LT-EDI@RANLP held a shared
task to promote research in this field. Our team
participated in the shared task and secured 21st
rank with a macro F1 score of 0.36. This article
summarises the model used in the shared task.

1 Introduction

Depression is a common mental health illness af-
fecting millions worldwide, causing significant
suffering and even terrible outcomes such as sui-
cide. Despite its frequency and negative impact,
depression frequently remains unrecognized and
untreated, particularly among young adults. It is
essential to understand the wide-ranging harmful
effects of this invisible killer to address the world-
wide mental health crisis. Over 280 million people
worldwide suffer from depression, and the number
is rising, according to World Health Organisation
(WHO) !. The effects of depression are disastrous
for both mental and physical health. It limits a
person’s ability to succeed in life, including work,
relationships, and personal fulfilment. Addition-
ally, depression ranks as the second leading cause
of teenage mortality, highlighting the urgent need
for improved detection and treatment strategies”.

Traditional diagnostic procedures, which rely
on patient self-reports, remarks from family or

Uhttps://www.who.int/news-room/fact-
sheets/detail/depression

Zhttps://www.who.int/news-room/fact-
sheets/detail/depression
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friends, and mental state examinations, frequently
encounter major problems. There are many people
who are depressed who do not receive the appro-
priate treatment because of underdiagnosis, under-
treatment, cultural stigma, and inaccurate assess-
ments. The rise of social media platforms like
Facebook, Twitter, and WhatsApp in recent years
has provided new avenues for understanding men-
tal health conditions like depression (Coppersmith
et al., 2014; Lin et al., 2016; Biradar et al., 2022).
More and more people are using these platforms
to express their thoughts, feelings, and everyday
experiences, which tells us a lot about their mental
health. By leveraging user behaviours, language
patterns, and social connections, researchers are
exploring the potential of social media as a tool for
diagnosing and forecasting depression.

The COVID-19 epidemic has underlined the ne-
cessity of technology-based interventions in mental
healthcare. With the adoption of social distancing
measures and lockdowns, people have resorted to
social media for communication, self-expression,
and support. The pandemic’s impact on mental
health, limited resources, and overworked health-
care systems have highlighted the need for creative
and scalable methods for depression detection and
treatment. Overall, depression remains a substan-
tial global concern, demanding novel techniques
for identification and treatment. The combination
of social media and behavioural factors offers a
promising path for forecasting depression levels.
The advancement of technology, including artifi-
cial intelligence and machine learning techniques,
presents an intriguing potential for leveraging the
massive volumes of data available on social media
networks. We can use these technologies to create
strong, personalized systems that help healthcare
professionals, researchers, and individuals identify
and treat depression more effectively (Akbari et al.,
2016; Kayalvizhi et al., 2022; Chakravarthi et al.,
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2022).

Several methods for handling social media data
to determine users’ depression conditions have
been presented. However, most of these approaches
have relied on handcrafted features with shallow
machine learning-based models (Tadesse et al.,
2019; Guntuku et al., 2019; Biradar et al., 2021).
These approaches often require domain expertise to
identify features, resulting in biased feature values.
Furthermore, the handcrafted feature extraction
method is laborious and time-consuming, resulting
in a longer training time. In addition, many of these
models struggle to generalize successfully with
new information. Researchers have recently tried to
alleviate these constraints by employing pre-trained
transformer models (Poerner et al., 2020; Kassner
and Schiitze, 2020; Puranik et al., 2021). However,
to the best of our knowledge, none of these models
have successfully linked domain knowledge with
linguistic patterns. To overcome this gap, our pro-
posed work performed experiments with PubMed
BERT (Gu et al., 2020) trained on clinical data, to
harness domain knowledge. These studies were
carried out as part of the LI-EDI@RANLP joint
task on Detecting Signs of Depression from social
media Text. Notably, our proposed model finished
in the 21st position among the participating teams.

The remaining part of paper is arranged as fol-
lows: Section 2 addresses the recent literature. Fur-
ther model building details are discussed in sec-
tion 3. Finally, section 4 provides insights into the
model results. Furthermore, its implications on so-
ciety and future research directions are provided in
the last section.

2 Background study

Depression detection addresses the interdisci-
plinary topic of clinical psychology and social me-
dia data mining. Several studies have been pro-
posed to analyze social media users’ behaviour
through their content. The results from these stud-
ies conclude that individuals with depression tend
to use more negative verbal content when interact-
ing with friends or posting on social media. Most
of these models are conducted using either ma-
chine learning-based or deep learning-based meth-
ods. This section will provide insights into some
selected works from the past.
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2.1 Machine learning-based models

(Tadesse et al., 2019; Shankar Biradar and
Chauhan, 2021) Conducted an experiment involv-
ing n-gram features representation, such as tf-idf,
linguistic features, and LDA topics. The study
utilized Logistic Regression (LR), Support Vector
Machine (SVM), Multi-Layer Perceptron (MLP),
Random Forest (RF), and AdaBoost to train the
models. The experimental results indicated that
SVM achieved an accuracy of 81%. However, the
highest performance was achieved using the Multi-
Layer Perceptron, with an accuracy of 91% for
depression and non-depression classification. Sev-
eral studies have also focused on syntactic and se-
mantic features for detecting depressive comments
from social media data. Liu and Shu extracted syn-
tactic and semantic-based features to train several
supervised learning models, such as Naive Bayes
(NB), K-Nearest Neighbors (KNN), Logistic Re-
gression, and Support Vector Machine, as base
learners. Later, a simple logistic regression model
was used to stack the outcomes of the base learners
(Liu and Shi, 2022).

In a study (Tsugawa et al., 2015), semantic fea-
tures were found to be integral components of de-
pression prediction models. The researchers uti-
lized various semantic features and word-level at-
tributes to gauge the level of depression among
Twitter users. These features included word fre-
quency and the ratio of positive to negative words.
By employing SVM classifiers, the study demon-
strated that semantic features could effectively
address depressive comments on social media.
The findings indicate that semantic features hold
promise in identifying and handling instances of
depression on online platforms. In a related study
(Pirina and Coltekin, 2018; Shankar Biradar and
Chauhan, 2021), the authors trained an SVM clas-
sifier using various word-level features to identify
the severity of depressive comments. The study uti-
lized features such as word n-grams and tf-idf for
training LR, RF, and SVM classifiers. The study
concluded that the combination of word-level fea-
tures with the SVM model yielded superior results
in predicting depression levels from social media
comments. (Chen et al., 2018) developed a binary
classifier for depression detection and achieved
great accuracy by utilizing Random Forests and
Support Vector Models with Radial Basis Func-
tion.



2.2 Deep Learning-based models

Recent studies have found that deep learning-based
methods can significantly enhance model perfor-
mance. In addition to this, DL models also reduce
the computational overhead of ML-based models
during the feature extraction stage. Traditional
feature extraction in ML models requires domain
expertise and is time-consuming, often leading to
biased features. To address these issues, several
studies have proposed the use of deep learning-
based models.

For instance, (Wani et al., 2022) extracted word-
level embeddings using a pre-trained word2vec
neural network model. These embeddings were
then passed to Convolutional Neural Networks
(CNN) and Long Short-Term Memory Networks
(LSTM) for classification. The results of the
study concluded that using RNN-based methods
improves model performance. In another study,
authors attempted to build their own corpus con-
taining binary depressive and non-depressive com-
ments (Kim et al., 2020). They employed word2vec
embeddings combined with a CNN model for de-
pression detection. Some researchers also explored
the construction of hybrid models by combining
CNN and LSTM networks (Kour and Gupta, 2022;
Biradar and Saumya, 2022). These hybrid networks
successfully capture spatial features (CNN) and
temporal features (LSTM) to address depression
levels in long text. The study concluded that us-
ing hybrid networks improves model performance.
Lastly, given the prevalence of COVID-19-related
depressive comments on social media, researchers
(Zogan et al., 2023) developed a corpus specifi-
cally related to COVID-19 depressive comments.
They also presented a novel hierarchical CNN net-
work for binary classification. These advancements
in deep learning-based approaches improve model
performance and alleviate the computational bur-
den and biases associated with traditional feature
extraction methods in ML models.

Both approaches significantly contribute to help-
ing the clinical community in predicting the mental
health of social media users without attaching any
social stigma. However, neither of these models
achieves the accuracy of a human moderator. These
methods have limitations, including the fact that
the majority of deep learning networks fail to cap-
ture domain knowledge because they are trained
using general-purpose text data. On the other hand,
machine learning-based methods struggle to gener-
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Not depression Moderate Severe
Train 2,755 3,678 768
Test 848 2,169 228
Total 3,603 5,847 996

Table 1: Dataset distribution

alize on unseen data.

The proposed model utilizes transformer-based
Large Language models like PubMed BERT to
generate feature vectors to address these issues.
This approach allows the model to capture domain
knowledge and context information from social
media text, enabling it to predict depression levels
more effectively. By incorporating these improve-
ments, the proposed model aims to enhance accu-
racy and better understand users’ mental health.

2.3 Task and dataset description

The current study utilizes the dataset from the LT-
EDI@RANLP 2023 shared task (S et al., 2022),
which focuses on detecting signs of depression in a
social media text. The organizers of the shared task
have provided a challenge regarding the identifica-
tion of depression levels in English social media
comments. The dataset consists of a text field and
a label field, with the labels being “not depres-
sion,” “moderate,” and ’severe.” According to the
organizers, the data was collected from YouTube
comments (S et al., 2022). The detailed distribu-
tion of the dataset is presented in Table 1. However,
the dataset is highly skewed, with the majority of
the comments labelled as “moderate” and very few
instances of ’severe” comments.

3 Model building

In this section, we outline the model submitted
for the shared task of identifying depression levels
in social media data. The proposed model com-
prises three primary steps: data cleaning and pre-
processing, feature extraction, and classification.
This section will thoroughly explain each of these
stages. The architecture of the model is illustrated
in Fig 1.

3.1 Data pre-processing

According to the shared task organizers, data has
been collected from YouTube comments. As social
media data often contains noise, certain steps have
been taken to clean the data. The text data includes
punctuation, hyperlinks, URLs, stop words, and
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Model Hyper-parameter
Kernal = ‘linear’
SVM C=1
Node size = 60,30,10
Drop out rate = 0.5
BiLSTM Loss = ‘categorical_crossentopy

Optimiser = ‘Adam’
Batch_size = 100
Epochs = 10

Table 2: Hyper-parameter

numerical data, which do not contribute to the final
class prediction. To address this, we have removed
these elements using simple string operations. Stop
words have been eliminated using the NLTK li-
brary. Additionally, the text has been converted
to lowercase to avoid token redundancy. Finally,
lemmatization has been applied to convert social
media slang to its root words. All of these steps
have been performed using the NLTK toolkit 3.

After the pre-treatment, the data is subjected to
tokenization, where we apply the BERT tokenizer
to convert the text input into tokens. Subsequently,
padding is performed on the tokenized data to en-
sure all comments possess a fixed-length sequence.
Finally, masking is applied to the padded sequence
to eliminate the influence of padded tokens on label
prediction.

3https://www.nltk.org/

3.2 Feature Extraction

The proposed model utilizes a pre-trained language
model called PubMed BERT, obtained from the
Hugging Face library . PubMed BERT is a variant
of the original BERT model, trained on clinical data
(Gu et al., 2020). Its architecture closely resem-
bles that of the original BERT model(Kenton and
Toutanova, 2019). The main objective of the fea-
ture extraction process in this model is to represent
high-dimensional text data into lower-dimensional
embedding vectors. To achieve this, padded and
masked sequences are provided as input. The
model extracts the embeddings from the [CLS]
token to generate the embedding vectors. This to-
ken represents the entire sentence and provides a
bidirectional representation of the input text. By
utilizing the embeddings from the [CLS] token,
the model captures the overall semantic meaning
of the text. The advantage of employing PubMed
BERT in the proposed model lies in its training
on clinical data, which enables it to incorporate
domain-specific information into the embeddings.
This makes the model well-suited for tasks involv-
ing depression analysis. After obtaining the em-
beddings from PubMed BERT, they are passed as
input to the data augmentation and classification
stage.

To address the issue of highly skewed data to-
wards the moderate label, the proposed method
incorporates text smoothing on input embeddings
to achieve a more balanced representation of the

*https://huggingface.co/
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Model Fl-moderate F1-not depression F1-severe Macro-F1
PubMed with BILSTM -, /¢ 0.30 0.10 0.41
(without smoothing)

PubMed with BILSTM - ,, 0.37 0.64 0.45

(with smoothing)

PubMed with SVM = 5 0.40 0.33 0.48
(without smoothing)

PubMed with SVM

(with smoothing) 0.44 0.55 0.66 0.54

Table 3: Comparative results of the proposed model

overall input text sequences. Subsequently, the bal-
anced data is fed as input to the classification layer.
The proposed method conducts experiments using
both the balanced and original text data, and the
results and discussion section presents the findings
of these experiments.

3.3 Classification

The primary objective of the classification stage is
to convert the input embeddings into correspond-
ing depression levels. To achieve this, the proposed
model experimented with different machine learn-
ing and deep learning-based models.

The proposed method utilized the Support Vec-
tor Machine (SVM) classifier among the machine
learning-based models. Since the problem involves
multiclass classification, the proposed method em-
ployed the One-Vs-Rest classifier from SVM to
identify depression levels in a social media text.
Further, the proposed method also experimented
with a Bidirectional Long Short-Term Memory
(BiLSTM) model. The BiLSTM model was con-
structed using two BiLSTM layers with 60 and
30 neurons, and a dense layer with ten units was
added after BILSTM layers, and a dropout rate of
0.5 was applied, indicating that 50% of the input
units were randomly dropped out. Finally, the out-
put layer consisted of a dense layer with three units
representing the number of classes, and the softmax
activation function was added to predict the output
class. The hyperparameters used to train both mod-
els are illustrated in Table 2. These hyperparameter
values were selected based on experimental trials.
The input for the classification stage was taken
from PubMed BERT embeddings, which have a
vector dimension of 768. Implementation details
of the proposed model can be found in the GitHub
repository °.

>https://github.com/shankarb14/R ANLP-2023
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Team name Macro-F1 Rank

DeepLearningBasil  0.47 1
DeepBlueAl 0.446 2
Cordyeeps_ssl 0.441 3
iicteam 0.439 4
CIMAT-NLP 0.439 5
HITDWD 0.359 21

Table 4: Top performing teams

4 Result and Discussion

The proposed model was trained to identify class
labels such as ’not depression,” ’'moderate,” and
’severe.” The comparative results of the model are
summarized in Table 3.

The proposed model was tested on both balanced
data after smoothing and the original text to assess
the impact of text smoothing on its performance.
As shown in Table 3, the model exhibited signifi-
cant performance in predicting the *'moderate’ label
before smoothing. However, its performance with
the other two class labels was moderate, resulting
in a reduced macro-F1 score. Text smoothing re-
sulted in a more evenly distributed weighted F1
score across all labels.

In evaluating the model performance for the
shared task LT-EDI @RANLP2023, the organizers
utilized the macro-F1 score. Among the proposed
methods, the combination of PubMed BERT with
SVM on balanced data achieved a higher macro-F1
score and was therefore chosen for submission in
the shared task. Our proposed model received the
21st rank among the participating teams, with a
macro-F1 score of 0.36 on unseen data. Table 4
displays some of the top-performing teams in the
competition, including our proposed model (high-
lighted in bold).



5 Conclusion and future enhancements

The study presents the model submitted to the
LT-EDI@RANLP 2023 shared task, which aims
to detect signs of depression in a social media
text. The proposed model experimented with
two approaches: SVM and BiLSTM as classi-
fiers. The study concludes that PubMED BERT em-
beddings combined with SVM classifier on a bal-
anced dataset achieve more uniformly distributed
weighted F1 scores across all the labels. The pro-
posed model secured the 21st rank in the compe-
tition. However, the model’s performance could
be further improved by developing a more robust
algorithm capable of capturing domain-specific in-
formation and contextual details from the input
text.
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