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Abstract

Data sparsity is a main problem hindering the
development of code-switching (CS) NLP sys-
tems. In this paper, we investigate data aug-
mentation techniques for synthesizing dialec-
tal Arabic-English CS text. We perform lexi-
cal replacements using word-aligned parallel
corpora where CS points are either randomly
chosen or learnt using a sequence-to-sequence
model. We compare these approaches against
dictionary-based replacements. We assess the
quality of the generated sentences through hu-
man evaluation and evaluate the effectiveness
of data augmentation on machine translation
(MT), automatic speech recognition (ASR),
and speech translation (ST) tasks. Results
show that using a predictive model results in
more natural CS sentences compared to the
random approach, as reported in human judge-
ments. In the downstream tasks, despite the
random approach generating more data, both
approaches perform equally (outperforming
dictionary-based replacements). Overall, data
augmentation achieves 34% improvement in
perplexity, 5.2% relative improvement on WER
for ASR task, +4.0-5.1 BLEU points on MT
task, and +2.1-2.2 BLEU points on ST over a
baseline trained on available data without aug-
mentation.

1 Introduction

Code-switching (CS) is the alternation of language
in text or speech. CS can occur at the levels
of sentences (inter-sentential CS), words (intra-
sentential CS/code-mixing), and morphemes (intra-
word CS/morphological CS). Given that CS data
is scarce and that collecting such data is expensive
and time-consuming, data augmentation serves as
a successful solution for alleviating data sparsity.
In this paper, we investigate lexical replace-
ments for augmenting CS dialectal Arabic-English
data. Researchers have investigated approaches
that do not require parallel data, including trans-
lating source words into target language with the
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use of dictionaries (Tarunesh et al., 2021), ma-
chine translation (Li and Vu, 2020), and word em-
beddings (Sabty et al., 2021), as well as relying
on parallel data and performing substitutions of
words/phrases using alignments (Menacer et al.,
2019; Appicharla et al., 2021; Gupta et al., 2021).
As will be discussed in Section 2, most of the pre-
vious studies on this front have focused on one aug-
mentation technique without exploring others, or
reported results using only one type of word align-
ments configuration, or evaluated effectiveness of
augmentation on only one downstream task.

We attempt to provide a comprehensive study
where we systematically explore the use of neural-
based models to decide on CS points for perform-
ing replacements using word-aligned parallel cor-
pora versus randomly-chosen CS points, along
with the interaction of different alignment config-
urations. We compare these approaches against
dictionary-based replacements. We provide a rigor-
ous evaluation of the different settings, where we
assess the quality of the generated CS sentences
through human evaluation as well as the impact
on language modeling (LM), automatic speech
recognition (ASR), machine translation (MT), and
speech translation (ST) tasks.

Our human evaluation study shows that for the
purpose of generating high-quality CS sentences,
learning to predict CS points and integrating this
information in the augmentation process improves
the quality of generated sentences. On the down-
stream tasks, we report that performing alignment-
based replacement outperforms dictionary-based
replacement. For alignment-based replacement, uti-
lizing a predictive model to decide on where CS
points should occur as opposed to replacing at ran-
dom positions both lead to similar results for ASR,
MT, and ST tasks. For both approaches, we in-
vestigate different word alignment configurations,
and we report that performing segment replace-
ments using symmetrized alignments outperforms
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word-replacements using intersection alignments
on both human evaluation and extrinsic evaluation.
We also investigate controlling the amount of gen-
erated data, to eliminate the effect of random pro-
ducing more data over the predictive model. Under
the constrained condition, using a predictive model
outperforms the random approach on the MT task.

In this work, we tackle the following research
questions (RQs):

* RQ1: Can a model learn to predict CS points
using limited amount of CS data?

* RQ2: Can this information be used to gener-
ate more natural synthetic CS data?

* RQ3: Would higher quality of synthesized
CS data necessarily reflect in performance im-
provements in downstream tasks?

2 Related Work

Most of the work done for CS data augmentation
has been focused on LM, mostly for ASR. Several
techniques have been proposed based on linguis-
tic theories (Pratapa et al., 2018; Lee et al., 2019;
Hussein et al., 2023), heuristics (Shen et al., 2011;
Vu et al., 2012; Kuwanto et al., 2021a), neural
networks (Chang et al., 2018; Winata et al., 2018,
2019; Li and Vu, 2020), and MT (Tarunesh et al.,
2021). CS data augmentation has been less investi-
gated for MT. Previous work has mainly involved
lexical replacements (Menacer et al., 2019; Song
et al., 2019; Appicharla et al., 2021; Gupta et al.,
2021; Xu and Yvon, 2021) and back translation
(Kuwanto et al., 2021b). In this section, we discuss
previous work that we find closest to ours.

Hussein et al. (2023) generated synthetic CS
Arabic-English text based on the equivalence con-
straint (EC) theory (Poplack, 1980) using the GCM
tool (Rizvi et al., 2021), as well as random lexi-
cal replacements. It was shown that while relying
on the EC theory generates more natural CS sen-
tences, as shown in human evaluation, using lexical
replacements outperforms the linguistic-based ap-
proach on LM and ASR tasks.

In the direction of lexical replacements, Ap-
picharla et al. (2021) generated synthetic CS Hindi-
English sentences by replacing all source words
(except for stopwords) by the corresponding target
words using 1-1 alignments, achieving improve-
ments on MT task. Gupta et al. (2021) trained a
neural-based model to predict CS points on mono-
lingual source text. Using 1-n alignments, the
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Figure 1: Data augmentation process.

source word is replaced by the aligned word(s).
They evaluate their approach against unigram and
bigram random replacements, and test its effec-
tiveness on MT task for CS Hindi-English. Xu
and Yvon (2021) use data augmentation for MT
task for CS Spanish-English and French-English.
Symmetrized alignments are used to identify small
aligned phrases (minimal alignment units) and
phrase replacements are performed randomly. We
also notice that in literature, human evaluation of
generated CS data is mainly used to evaluate the
synthetic data produced by the best model, rather
than comparing different techniques. Such a com-
parison was provided by Pratapa and Choudhury
(2021), where a large-scale human evaluation was
presented comparing different linguistic-driven and
lexical replacement techniques. However, the study
was focused on human evaluation without explor-
ing the effectiveness of those techniques on down-
stream tasks.

3 Data Augmentation

For generating synthetic CS data, we investigate
the use of word-aligned parallel sentences as well
as dictionary-based replacements. In the latter
approach, monolingual Arabic sentences are aug-
mented by replacing words at random locations
with their English glossary entry. In the former
approach, utilizing monolingual Arabic-English
parallel corpora, we inject words from the target
side to the source side, where replacements are per-
formed at random locations or using a CS point
predictive model. As shown in Figure 1, the aug-
mentation process consists of two main steps: (1)
CS point prediction: identifying the target words
to be borrowed, and (2) CS generation: performing
the replacements. In Sections 3.1 and 3.2, we will
elaborate on the methodology for both steps.



Examples

Src . &, g5 academic life Jlilove &yjl\ o2 548 3iwasajuniorta g+
Tgt and i was a junior ta for a period of time so i have tried this and i love the academic life a bit .
Outputf 01 11 1 100 0 O O 00 O O O O11 O 1 1 000
Src Ll (o5 (g jcity Cog! L5"expectf Al
Tgt 1 wasn 't expecting to see such a city in the first place .
Output/0 0 0 1 00 001 00 O OO

Table 1: Example showing the matching algorithm output for given source and target sentences. The matched words
on the target side are underlined. The arrows show the sentence starting direction, as Arabic is read right to left.

3.1 CS Point Prediction

Similar to Gupta et al. (2021), we model the task
of CS point prediction as a sequence-to-sequence
classification task. The neural network takes as in-
put the word sequence x = {x1, x2, .., N }, Where
N is the length of the input sentence. The network
outputs a sequence y = {y1,¥2,..,yn}, where
yn € {1,0} represents whether the word z,, is to
be code-switched or not. We learn CS points using
ArzEn-ST corpus (Hamed et al., 2022b), which con-
tains CS Egyptian Arabic-English sentences and
their English translations. We then utilize the learnt
CS model to augment a large number of monolin-
gual Arabic-English parallel sentences by inserting
the tagged words on the (English) target side into
the (Egyptian Arabic) source side.

In order to learn CS points, the neural network
needs to take as input monolingual sentences from
either the source or target sides, along with tags
representing whether this word should be code-
switched or not. In Gupta et al. (2021), the authors
generated synthetic monolingual sentences from
CS sentences by translating CS segments to the
source language, and then learning CS points on
the source side. While this approach seems more
intuitive, CS segments abide by the grammatical
rules of the embedded language, thus direct transla-
tion of embedded words would result in sentences
having incorrect structures in the matrix language
in case of syntactic divergence, which is present be-
tween Arabic and English. Instead, we opt to learn
CS points on the target side. This approach pro-
vides another advantage, as English is commonly
used in CS, having the predictive model trained
on English as opposed to the primary language
(which could be low-resourced) allows for the use
of available resources such as pretrained LMs.

The challenge in this approach is identifying the
words on the target side which correspond to the
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CS words on the source side. Relying on the trans-
lators to perform this annotation task is costly, time
consuming, and error-prone.! Relying on word
alignments is also not optimal, where only 83%
of CS words in ArzEn-ST train set were matched
using intersection alignment. Recall could increase
using a less strict alignment approach, but would
be at the risk of less accurate matches. Therefore,
we develop a matching algorithm that is based on
the following idea: if a CS segment occurs x times
in the source and target sentences, then we iden-
tify these segments as matching segments. We
match segments starting with the longest segments
(and sub-segments) first. When matching words,
we check their categorial variation (Habash and
Dorr, 2003) as well as stems to match words having
slight modifications in translation.” This matching
algorithm provides a language-agnostic approach
to identify words on the target side that are code-
switched segments on the source side.> Examples
of algorithm output are shown in Table 1, where it
is seen that expect and expecting are matched as a
result of the categorial variation check.

3.2 CS Generation

After identifying the target words to be embedded
into the source side, we rely on alignments using
GIZA++ (Casacuberta and Vidal, 2007) to perform
the replacements. While direct replacements can
be performed in the case of single word switches,
in the case of replacing multiple consecutive words,
direct word replacements would produce incorrect
CS structures in the case of syntactic divergence.

'We have tried this annotation task for ArzEn-ST and only
72% of the CS words got annotated.

*In case |matchesige| > |matchessrc|, we first rely on
alignments to make the decision, achieving 99.6% matches
on ArzEn-ST train set, then we randomly pick matched target
segments to cover the number of matches on the source side
in order to increase recall.

3Code available: http://arzen.camel-1ab.com/


http://arzen.camel-lab.com/

In the case of Arabic-English, this is particularly
evident for adjectival phrases. Accordingly, when
performing word replacements, we maintain the
same order of consecutive English words, which
we refer to as the “Continuity Constraint”. In Fig-
ure 2, the importance of applying this constraint
is illustrated. Without such a constraint, the gen-
erated sentence outlined in Figure 2 would follow
the Arabic syntactic structure resulting in “o0> topic
important very” (this [is a] topic important very).

When performing replacements, we investigate
the use of intersection alignments as well as grow-
diag-final alignments.* While intersection align-
ment provides high precision, relying on 1-1 align-
ments is not always correct, as an Arabic word
can map to multiple English words and vice versa.
Therefore, we investigate the use of grow-diag-final
(symmetrized) alignments to identify aligned seg-
ments. The aligned segments consist of pairs of the
minimal number of consecutive words (S,T) where
all words in source segment (S) are aligned to one
or more words in target segment (T) and are not
aligned to any other words outside (T), with the
same constraints applying in the opposite (target-
source) direction. Afterwards, for each English
word receiving a positive CS tag, the whole target
segment containing this word replaces the aligned
source segment. Throughout the paper, we will
refer to the two approaches as using 1-1 and n-n
alignments. In Figure 3, we present an example
showing the results of augmentation using predic-
tive CS models versus random CS point prediction
along with using 1-1 or n-n alignments.

3.3 Augmentation Approaches

We investigate the following approaches:

DICTIONARY: We randomly pick x source words
and replace them with an English glossary entry
using MADAMIRA (Pasha et al., 2014). We set =
to 19% of the source words, where this number is
chosen based on the percentage of English words
in CS sentences in ArzEn-ST train set, given that
we would like to mimic natural CS behaviour.

*We experiment with relying on alignments trained on
word space only, stem space only, and the merge of both align-
ments, where for intersection alignments, we first rely on the
alignments obtained in stem space, and add remaining align-
ments obtained from word space, such that 1-1 alignments
are retained, and for grow-diag-final alignments, we take the
union of alignments in both spaces. We find that merging
alignments in both spaces achieves higher alignment coverage
as well as better results in extrinsic tasks. Therefore, we will
only be presenting the results using the merged alignments.
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Figure 2: Data augmentation under the Continuity Con-
straint.
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X
Rand . afternoon Ja; 555 Slas slas Hsle —
(1-1) |1'd like an appointment with you tomorrow after afternoon
Rand . afternoon 55 Hles sles Hsle —
(n-n) |I'd like an appointment with you tomorrow afternoon
Pred |— i'd appointment ,all dn 55 Sles .
(1-1) |I'd appointment with you tomorrow afternoon
Pred |— i'd like an appointment a)l dn 55 Slas .
(n-n) |I'd like an appointment with you tomorrow afternoon

Figure 3: Example showing 1-1 and n-n alignments.
The intersection alignments are marked with ‘x’ and the
grow-diag-final alignments are highlighted. We show
the generated sentences with translations for each setup.

MAPRAND: We randomly pick z target words
having source-target intersection alignments. We
set x to 19% of the source words. We use word
and segment replacements, where the models are
referred to as MAPRAND;_; and MAPRAND,,_,.

MAPPRED: We fine-tune pretrained mBERT
model using NERDA framework (Kjeldgaard and
Nielsen, 2021) to predict the target words to be
injected into the source side.” We use 1-1 and
n-n alignments to perform replacements, where
the models are referred to as MAPPRED;_; and
MAPPRED,,_,,.% For finetuning mBERT, we set the
epochs to 5, drop-out rate to 0.1, warmup steps to
500, batch size to 13, and learning rate to 0.0001.

SWe maintain the original tokenization of the input text,
where we project further tokenization performed on the output
into the original tokenization.

®For training the predictive models, we also tried using
BERT models, which gave slightly lower results.



4 Experiments

4.1 Data

We use ArzEn-ST corpus (Hamed et al., 2022b)
as our CS corpus. The corpus contains English
translations of an Egyptian Arabic-English code-
switched speech corpus (Hamed et al., 2020) that
is gathered through informal interviews with bilin-
gual speakers. The corpus is divided into train, dev,
and test sets having 3.3k, 1.4k, and 1.4k sentences
(containing 2.2k, 0.9k, and 0.9k CS sentences),
respectively. We follow the same data splits. In
Appendix A, we provide an overview of ArzEn-ST
corpus.

We also utilize the following Egyptian Arabic-
English parallel corpora: Callhome Egyp-
tian Arabic-English Speech Translation Corpus
(Gadalla et al., 1997; LDC, 2002b,a; Kumar
et al., 2014), LDC2012T09 (Zbib et al., 2012),
LDC2017T07 (Chen et al., 2017), LDC2019T01
(Chen et al., 2019), LDC2021T15 (Tracey et al.,
2021), and MADAR (Bouamor et al., 2018). The
corpora contain 308k monolingual parallel sen-
tences as well as 15k CS parallel sentences. We
use the same data splits as defined for each corpus.
For corpora with no defined data splits, we use the
guidelines provided in (Diab et al., 2013). Data pre-
processing for ArzEn-ST and the parallel corpora
is discussed in Appendix C.

Data Augmentation: For data augmentation, we
use the monolingual parallel sentences and aug-
ment them into CS parallel sentences. For the CS
point predictive model, we use the CS sentences
in ArzEn-ST train and dev sets for training and
development, respectively.

MT: The MT baseline system is trained on
ArzEn-ST train set, in addition to the 308k mono-
lingual parallel sentences. In the augmentation
experiments, we add the augmented sentences to
the baseline training data. For development and
testing, we use ArzEn-ST dev and test sets.

ASR: The ASR baseline system is trained on the
following Egyptian Arabic data: ArzEn speech cor-
pus (Hamed et al., 2020), Callhome (Gadalla et al.,
1997), and MGB-3 (Ali et al., 2017). A subset of
5-hours was used from each of Librispeech (Panay-
otov et al., 2015) (English) and MGB-2 (Ali et al.,
2016) (MSA), where adding more data from these
corpora deteriorated the ASR performance (Hamed
et al., 2022a). The LM baseline model is trained on
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corpora transcriptions. For the LM models using
augmented data, we append the augmented data to
those transcriptions. For development and testing,
we use ArzEn-ST dev and test sets.

As an extra experiment, we compare the perfor-
mance of the systems relying on synthetic CS data
versus using available real CS data. For MT, we
use the 15k CS parallel sentences in addition to
the baseline data. For ASR rescoring, we train the
LM on the baseline data in addition to 117,844
code-switched sentences collected from social me-
dia platforms (Hamed et al., 2019). We denote
these experiments as ExtraCS in the results.

4.2 Machine Translation System

We train a Transformer model using Fairseq (Ott
et al., 2019) on a single GeForce RTX 3090
GPU. We use the hyperparameters from the FLO-
RES benchmark for low-resource machine trans-
lation (Guzmén et al., 2019).” The hyperparam-
eters are given in Appendix D. We use a BPE
model trained jointly on source and target sides
with a vocabulary size of 16k (which outperforms
1,3,5,8,32,64k).% The BPE model is trained us-
ing Fairseq with character_coverage set to 1.0.

4.3 Automatic Speech Recognition System

We train a joint CTC/attention based E2E ASR sys-
tem using ESPnet (Watanabe et al., 2018). The
encoder and decoder consist of 12 and 6 Trans-
former blocks with 4 heads, feed-forward inner
dimension 2048 and attention dimension 256. The
CTCl/attention weight (A1) is set to 0.3. SpecAug-
ment (Park et al., 2019) is applied for data augmen-
tation. For LM, the RNNLM consists of 1 LSTM
layer with 1000 hidden units and is trained for 20
epochs. For decoding, the beam size is 20 and the
CTC weight is 0.2.

4.4 Speech Translation System

We build a cascaded ST system using the ASR
and MT models. We opt for a cascaded system
over an end-to-end system due to the limitation of
available resources to build an end-to-end system,
in addition to the fact that cascaded systems have
shown to outperform end-to-end systems in low-
resource settings (Denisov et al., 2021).

"We follow (Gaser et al., 2022), where it was shown that
FLORES hyperparameters outperform Vaswani et al. (2017)
using the same datasets.

8For the ExtraCS experiment, we use a vocabulary size of
8k, which outperforms 16k and 32k.



5 Results

In order to evaluate our augmentation techniques,
we provide intrinsic evaluation, extrinsic evalua-
tion, as well as human evaluation.’ According to
human evaluation, the synthetic data generated us-
ing a CS predictive model is perceived as more nat-
ural. However, our extrinsic evaluation shows that
both aligned-based approaches (random replace-
ments and relying on a predictive model) perform
equally on downstream tasks. We observe that us-
ing a predictive model generates less data than the
random approach. When controlling for size, we
observe that using a predictive model brings im-
provements on the MT task. Both aligned-based
approaches outperform dictionary-based replace-
ments on human evaluation and extrinsic evalua-
tion. Regarding the effect of word alignment con-
figurations, the improvements of using n-n align-
ments versus 1-1 alignments is confirmed in both
human evaluation and extrinsic evaluation.

5.1 Intrinsic Evaluation

Predictive Model Evaluation We compare the
CS point predictions provided by the predictive
model against the actual CS points in the CS sen-
tences in ArzEn-ST dev set. We present accuracy,
precision, recall, and F1 scores in Table 2. While
these figures give us an intuition on the perfor-
mance of the predictive models, it is to be noted
that false positives are not necessarily incorrect. It
is also to be noted that the high accuracy values are
due to the high rate of true negative predictions.
As another evaluation, we check the POS distri-
bution of the words predicted as CS by both the
random and predictive models, against that of CS
words in ArzEn-ST dev set. The predictive model
shows a higher correlation (0.984) versus random
approach (0.938). The POS distribution of the top
frequent tags is shown in Appendix B. The predic-
tions of the learnt model are dominated by nouns,
followed by verbs and adjectives, where other POS
tags have lower frequencies than in ArzEn-ST. The
random approach gives better coverage for POS
tags, however, introduces higher frequencies for
low-frequent POS tags of CS words in ArzEn-ST.

CS Synthetic Data Analysis We look into how
similar the synthetic data is to naturally occurring

The MT models require around 4 hours for training. The
ASR system required around 48 hours for training, as well as
6 hours for ASR rescoring. The CS predictive model using
mBERT required around 10 hours for inference.
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Model |Accuracy Precision Recall F1
Random 77.1 18.8 21.0 0.198
Predictive| 91.9 76.6 574 0.656

Table 2: Evaluating the performance of the predictive
model on the code-switched sentences in ArzEn-ST dev
set.

9% En % En

Model (words) CMI av.|CS| (sent.)
DICTIONARY 21.1 023 1.2 0.0
MAPRAND;_; | 199 022 1.14 0.0
MAPPRED;_1 16.7 022 1.23 6.3
MAPRAND,,_,, | 27.7 025 226 6.8
MAPPRED,, ,, | 289 026 2.84 18.3
ArzEn-ST 186 0.19 1.88 3.7

Table 3: Evaluating augmented sentences in terms of
CS metrics against ArzEn-ST train set.

CS sentences. In Table 3, we evaluate the synthetic
data in terms of the percentage of English words,
the Code-Mixing Index (CMI) (Das and Gambéck,
2014), the average length of CS segments, as well
as the percentage of monolingual English sentences
generated. We observe that using 1-1 alignments,
the generated CS sentences are close to natural
occurring CS sentences in ArzEn-ST in terms of
CS metrics. Using n-n alignments, the amount of
CS in the synthetic data increases considerably.

5.2 Extrinsic Evaluation

We evaluate the improvements achieved through
data augmentation on LM, ASR, MT, and ST tasks.
Results are shown in Table 4. We present perplex-
ity (PPL) for LM and Word Error Rate (WER) and
Character Error Rate (CER) for ASR. For MT and
ST, we use BLEU (Papineni et al., 2002), chrF,
chrF++ (Popovi¢, 2017), and BERTScore (F1)
(Zhang et al., 2019). BLEU, chrF and chrF++ are
calculated using SacrebleuBLEU (Post, 2018). In
Table 4, we present the chrF++ scores. We present
the results for all metrics in Appendix E.

Language Modeling PPL reductions
observed when using n-n over 1-1
ments for random-based replacements. While
MAPRAND,,_,, generates more data than
MAPPRED,,_,,, both approaches achieve similar
PPL, outperforming DICTIONARY. Overall, we
achieve a 34% reduction in PPL over baseline.

are
align-



LM ASR MT ST
Model ]Train| PPLA” WERA” CERA” ChI’F++A” ChI‘F++CS ChI‘F++All ChI’F++CS
Baseline 415.1 | 34.7 20.0 [53.0 54.0 394 40.4
+DICTIONARY +240,678| 313.3 | 33.2 19.1 |52.6 53.5 40.1 41.0
+MAPRAND{_1 +240,869| 306.1 | 32.9 19.0 |55.2* 57.0* 41.0* 42.1*
+MAPPRED; |  |+177,633| 273.4 | 332  19.1 |55.51 57.41 40.97 4221
+MAPRAND,,_,, [+207,026| 273.8 | 32.9 18.9 |56.0* 57.9* 41.4* 42.7*
+MAPPRED,, ,, |+138,544| 2745 | 33.0 189 |[56.0 57.81 41.57 42.87
+ExtraCS 228.1 | 333 19.0 [55.7 57.6 41.6 42.9
Constrained Experiments
+c[DICTIONARY] | +99,725| 324.2 | 33.5 19.3 [52.3 53.3 394 40.1
+c[MAPRAND,,_, ]| +99,725| 293.4 | 33.1 19.0 |55.6* 57.3* 41.2 42.6
+c[MAPPRED,,_,, ] | +99,725| 2704 | 33.0 18.9 |56.0* 57.9* 41.2 42.6

Table 4: We report the results of the extrinsic tasks on ArzEn-ST test set. For language modeling, we report PPL
on all sentences. For ASR, we report WER and CER on all sentences. For MT and ST, we report chrF++ on all
and CS sentences. We report the results of using all augmentations (non-constrained), followed by the constrained
experiments. The best performing approach in the non-constrained setting is bolded. The best performing approach
in the constrained setting is underlined. We run statistical significance tests between MAPRAND and MAPPRED as
well as 1-1 and n-n experiments, and mark models that are statistically significant (p-values< 0.05) with superscript

symbols (x, T, %).

ASR All models utilizing augmented data outper-
form the baseline. The best results are achieved us-
ing MAPPRED,,_,, and MAPRAND,,_,,, which per-
form equally well, achieving 5.2% absolute WER
reduction over baseline. We observe that these
models slightly outperform those trained on extra
real CS data.!”

Machine Translation Evaluation Results show
that using n-n alignments outperforms 1-1 align-
ments on all settings. However, using a predictive
model does not outperform random replacements.
We observe that dictionary-based replacement neg-
atively affects the MT systems. We also observe
that our top two models perform equally well as
the model utilizing real CS data, confirming the ef-
fectiveness of data augmentation, achieving 3-3.9
chrF++ points over the baseline.

MT Qualitative Analysis When looking into the
translations provided by the baseline model, we
observe that many CS words get dropped in transla-
tion or get mistranslated. When checking the trans-
lations provided by the MT systems trained using
augmentations, we observe that the majority of the
CS words are retained through translation. We also
observe that these MT systems are able to retain
CS OOV words, where the words are not available

%1t is to be noted that the data collected from social media
platforms is noisy, however, it still brings improvements in
LM and ASR tasks.
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Figure 4: The chrF++ scores reported on ArzEn-ST test
set when adding: (1) 25% of the sentences in the con-
strained experiment (=24.9k), (2) 50% of the sentences
in the constrained experiment (=49.8k), (3) 100% of the
sentences in the constrained experiment (=99.7k), (4) all
sentences generated by MAPPRED,,_,, (=138.5k), and
(5) all sentences generated by MAPRAND,,_,, (=207k).

in the baseline training data, nor introduced in the
synthetic data. This shows that by adding CS syn-
thetic sentences to the training set, the models learn
to retain English words in translation. Examples
are shown in Appendix F.

Speech Translation Evaluation Similar to pre-
vious results, both MAPPRED and MAPRAND out-
perform DICTIONARY. We observe improvements
for using n-n alignments over using 1-1 alignments.
However, no improvements are achieved by using
predictive model over random predictions.



Understandability
1 | No, this sentence doesn’t make sense.
2 | Not sure, but I can guess the meaning of this sentence.
3 | Certainly, I get the meaning of this sentence.

Naturalness

1 | Unnatural, and I can’t imagine people using this style of code-mixed Arabic-English.
2 | Weird, but who knows, it could be some style of code-mixed Arabic-English.
3 | Quite natural, but I think this style of code-mixed Arabic-English is rare.
4 | Natural, and I think this style of code-mixed Arabic-English is used in real life.
5 | Perfectly natural, and I think this style of code-mixed Arabic-English is very frequently used.

Table 5: The evaluation dimensions for human evaluation, following (Pratapa and Choudhury, 2021).

Constrained Experiments In order to control
existing variables, such as the number of gener-
ated sentences, and how similar they are to the test
set, we conduct further experiments where we re-
strict the augmented sentences in each approach
to the CS sentences that are generated across the
three techniques: DICTIONARY, MAPRAND,,_,,,
and MAPPRED,,_,,. We report results by train-
ing our models using these restricted augmenta-
tions (99.7k sentences) in addition to the base-
line training data in Table 4. We find that, un-
der this condition, for the MT task, the predic-
tive model outperforms random, where the im-
provements are statistically significant on BLEU,
chrF, and chrF++, as shown in Table 10. For the
ASR task, while MAPPRED,, ,, achieves lower
PPL over MAPRAND,,_,, both models perform
equally. In Figure 4, we show the learning curves
for MAPRAND,,_,, and MAPPRED,,_,, MT scores
when including 25%, 50%, and 100% of the gen-
erated sentences in the constrained setting, in ad-
dition to the scores of the non-constrained setting.
We see that MAPPRED,,_,, achieves overall the
same performance as MAPRAND,,_,, with half the
amount of generated sentences.

5.3 Human Evaluation

We perform a human evaluation study to assess the
quality of sentences generated by the five models:
MAPRAND;_;, MAPPRED;_;, MAPRAND,,_,,
MAPPRED,,_,,, and DICTIONARY. Out of the sen-
tences that get augmented in all five techniques, we
randomly sample 150 sentences, and ask human an-
notators to judge the synthetic sentences generated
by each model, giving a total of 750 sentences to be
evaluated.!! We also include 150 random CS sen-

""The sentences are sampled uniformly across the 6 corpora
used in data augmentation to have equal representation of the

93

RAND PRED RAND PRED
MOS |ArzEnbpicTt (1-1) (1-1) (n-n) (n-n)
Understandability
1<*< 2 2.7 620 327 32.0 213 16.7
2<*< 3| 97.3 38.0 673 68.0 787 833
Naturalness

1<*< 2 0.7 827 70.7 50.0 46.7 30.0
2<*< 3 6.0 8.7 127 18.0 26.0 253
3<*< 4| 11.3 60 8.0 20.0 140 26.0
4<*< 5 820 2.7 87 120 133 187

Table 6: The mean opinion score (MOS) distribution
for synthetic sentences, showing the percentage of sen-
tences falling in each evaluation range.

tences from ArzEn-ST to act as control sentences.
These 900 sentences were judged by three bilin-
gual Egyptian Arabic-English speakers. Following
(Pratapa and Choudhury, 2021), the sentences are
evaluated against understandability and naturalness,
where the rubrics are outlined in Table 5.

For each synthetic/real sentence, we calculate
the mean opinion score (MOS), which is the av-
erage of the three annotators’ scores for that sen-
tence. In Table 6, we present the MOS distribution
for each augmentation approach, presenting the
percentage of sentences falling in each evaluation
range. We observe that the annotators prefer the
synthetic data generated using segment replace-
ments (n-n alignments) over those using word re-
placements (1-1 alignments). The annotators also
prefer the synthetic data generated using trained
predictive models over those using random CS
point prediction. The highest scores are achieved
by MAPRAND,,_,,, where 44% of the synthetic
sentences are perceived as natural.

different data sources (web/chat/conversational).



6 Discussion

In this section, we revisit our RQs:

RQ1 - Can a model learn to predict CS points
using limited amount of CS data? As shown in
the intrinsic evaluation, the model learns to predict
CS points to some extent, as shown in the improve-
ments in accuracy, precision, and F1 scores over
random predictions. This is also observed where
the POS distribution of the CS predictions using a
predictive model has higher correlation to the dis-
tribution found in natural CS sentences compared
to random predictions.

RQ?2 - Can this information be used to generate
more natural synthetic CS data? Yes, this was
confirmed though human evaluation, where anno-
tators reported higher scores for understandability
and naturalness using the predictive model over
using random replacements.

RQ3 - Would higher quality of synthesized CS
data necessarily reflect in performance improve-
ments in downstream tasks? In the scope of
our experiments, such an entailment does not nec-
essarily hold. We believe two limitations are af-
fecting the performance of the predictive model.
First of all, the MAPPRED approach is based on
the assumption that the data provided to the pre-
dictive model is representative enough of the CS
phenomenon and includes all CS patterns. Due
to the scarcity of CS corpora and the dynamic be-
haviour of CS (El Bolock et al., 2020), this point
presents a challenge and could be restricting the
potential power of this model, and it could be the
case that MAPRAND is able to cover more CS pat-
terns. This is supported by the POS distribution
analysis in Section 5.1. Secondly, random has the
power of generating more data as opposed to using
a predictive model. When we control for size, we
observe improvements in MT using the predictive
model. In the future, we plan to work on improving
the predictive approach to generate more CS sen-
tences. For ASR, both approaches perform equally.
It was also shown in (Hussein et al., 2023) that
random lexical replacement outperforms the use of
Equivalence Constraint linguistic theorem for ASR.
Therefore, we believe further research is needed
to draw strong conclusions about the relation be-
tween the quality of generated CS data and the
improvements on different downstream tasks.
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7 Conclusion and Future Work

In this paper, we investigate data augmentation for
CS Egyptian Arabic-English. We utilize parallel
corpora to perform lexical replacements, where CS
points are either selected randomly or based on pre-
dictions of a neural-based model that is trained on
a limited amount of CS data. We investigate word
replacements using intersection alignments as well
as segment replacements using symmetrized align-
ments. We compare both aligned-based replace-
ments with dictionary-based replacements. We
evaluate the effectiveness of data augmentation on
LM, MT, ASR, and ST tasks, as well as assess
the quality through human evaluation. Across all
evaluations, we report that segment replacements
outperform word replacements, and aligned-based
replacements outperform dictionary-based replace-
ments. The human evaluation study shows that uti-
lizing predictive models produces augmented data
of highest quality. For the downstream tasks, ran-
dom and predictive techniques achieve similar re-
sults, both outperforming dictionary-based replace-
ments. We observe that random has the advantage
of generating more data. When controlling for the
amount of generated data, the predictive technique
outperforms random on the MT task. Our best
models achieve 34% improvement in perplexity,
5.2% relative improvement on WER for ASR task,
+4.0-5.1 BLEU points on MT task, and +2.1-2.2
BLEU points on ST task.
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Limitations

To the best of our knowledge, this paper presents
the first comparison for the mentioned lexical
replacement techniques, covering human evalu-
ation as well as three downstream tasks; auto-
matic speech recognition, machine translation, and
speech translation. However, the study is focused
on the Egyptian Arabic-English language pair, and
we make no assumptions on the generalizability of
results to other language pairs, nor other domains.
Further investigations are needed to assess how
the results would differ, especially in the case of
languages with less syntactic divergence. We also
note another limitation in the human evaluation,
which is that code-switching is a user-dependent be-
haviour, that differs across different users, and thus
the evaluation of the naturalness of a code-switched
sentence is very subjective. We have taken this into
account in our human evaluation study by having
each sentence evaluated by three annotators and
taking the average across the three ratings.
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Ethics Statement

We could not identify potential harm from using
the provided models in this work. However, one
concern is that code-switched ST is yet a challeng-
ing task, and the ST models trained in this work
provide low performance, and thus should not be
deployed as it can mislead the users.

A ArzEn-ST Corpus

In Table 7, we provide an overview on ArzEn-ST
corpus. In Table 8, we show examples from the
corpus.

ArzEn-ST Speech Corpus
Duration 12h
#Speakers 40
# Sentences 6,216
% CS sentences 63.7%
% Arabic sentences 33.2%
% English sentences 3.1%

Table 7: ArzEn-ST corpus overview.

# Example
project code (I cus” bl
1|AnA ktbt Al project code

I wrote the project code
internship 138" ol
Emlt k*A internship
I did several internships
Llee Q1 pWloverload o oS-
knt b overload AlnAs Ally mEAyA
I was overloading my teammates
{=s traffic within period J! detect

n detect Al traffic within period mEynp
to detect the traffic within a certain period

Table 8: ArzEn-ST corpus examples, showing source
text, its transliteration (Habash et al., 2007), and transla-
tion. The arrows beside the sentences show the sentence
starting direction, as Arabic is read right to left.

B POS Intrinsic Evaluation

As an intrinsic evaluation of the CS predictive
model, we check the POS distribution of the words
predicted as CS words by both the random and
predictive approaches, against that of CS words in
ArzEn-ST dev set. We report that the natural POS
distribution is in-line with the distributions reported



POS | ArzEn Random Predictive
NN 48.4 33.2 67.0
VB 14.5 22.9 13.6
1 13.1 9.3 13.6
RB 7.6 6.5 1.7
IN 5.0 8.9 0.9
PRP 3.8 4.7 0.6
DT 2.2 3.7 0.2
CC 0.9 3.8 0.1
Total 94.7 89.3 97.6

Table 9: The POS distribution (%) of the words pre-
dicted as CS words by both the random and predictive
models, against that of CS words in ArzEn-ST dev set.

for CS Egyptian Arabic-English (Hamed et al.,
2018; Balabel et al., 2020), where the dominating
POS tags are nouns, verbs, and adjectives, followed
by adverbs, pronouns, and prepositions. We report
that the predictive model gives a higher correla-
tion (0.984) versus random approach (0.938). We
present the POS distribution of the top frequent
tags in Table 9. We observe that the predictive
model provides a percentage of nouns that is sig-
nificantly higher than that occurring in ArzEn-ST.
It also provides less coverage to the tags occurring
less frequently in ArzEn-ST. We believe this can
be due to the predictive model being trained on lim-
ited data. The random approach on the other hand,
provides higher counts for less frequent POS tags,
as seen in the total, where 11% of the words identi-
fied by the random prediction to be code-switched
belong to POS tags that are infrequent in natural
CS data.

C Data Preprocessing

Data preprocessing involved removing corpus-
specific annotations, removing URLs and emoti-
cons through tweet-preprocessor,'> tokenizing
numbers, lowercasing, running Moses’ (Koehn
et al., 2007) tokenizer as well as MADAMIRA
(Pasha et al.,, 2014) simple tokenization (DO),
and performing Alef/Ya normalization.  For
LDC2017T07 (Chen et al., 2017), LDC2019T01
(Chen et al., 2019), and LDC2021T15 (Tracey
et al., 2021), some words have literal and intended
translations. We opt for one translation having all
literal translations and another having all intended
translations. For LDC2017T07, we utilize the work
by Shazal et al. (2020), where the authors used

12https ://pypi.org/project/tweet-preprocessor/
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a sequence-to-sequence deep learning model to
transliterate SMS/chat text in LDC2017T07 from
Arabizi (where Arabic words are written in Roman
script) to Arabic orthography.

D MT Hyperparameters

The following is the train command:

python3 fairseq_cli/train.py $DATA_DIR —source-
lang src —target-lang tgt —arch transformer —share-
all-embeddings —encoder-layers 5 —decoder-layers
5 —encoder-embed-dim 512 —decoder-embed-dim
512 —encoder-ffn-embed-dim 2048 —decoder-ffn-
embed-dim 2048 —encoder-attention-heads 2 —
decoder-attention-heads 2 —encoder-normalize-
before —decoder-normalize-before —dropout 0.4 —
attention-dropout 0.2 —relu-dropout 0.2 —weight-
decay 0.0001 —label-smoothing 0.2 —criterion la-
bel_smoothed_cross_entropy —optimizer adam —
adam-betas ’(0.9, 0.98)’ —clip-norm 0 —Ir-scheduler
inverse_sqrt —warmup-updates 4000 —warmup-
init-Ir le-7 —Ir le-3 —stop-min-Ir le-9 —max-
tokens 4000 —update-freq 4 —max-epoch 100 —save-
interval 10 —ddp-backend=no_c10d

E MT Results

In Table 10, we present the MT and ST results of
the non-constrained and constrained experiments.
We report the scores on BLEU, chrF, chrF++, and
BERTScore(F1). Given that each metric has its
strengths and weaknesses, we also report the aver-
age of the four metrics (AvgMT).

F Translation Examples

In Table 11, we show examples of source-target
pairs with their translations obtained from different
MT models. We observe that the models trained
using augmented sentences are better than the base-
line MT model at retaining CS words in the source
sentence in the translations.


https://pypi.org/project/tweet-preprocessor/

All Sentences CS Sentences
Model ‘BLEU chrF chrF++ FBERT AVgMT BLEU chrF chrF++ FBERT AVgMT
Non-constrained Experiments
MT
Baseline 31.0 542 53.0 0519 475 [31.4 553 540 0.501 47.7
+DICTIONARY 309 53.8 526 0516 472 |31.5 547 535 0.498 474
+MAPRAND;_; |34.4% 56.6* 552 0.545 502 |35.9% 58.5%% 57.0* 0.543 514
+MAPPRED|_{ 33751 56.9t 5551 0.548 50.2 |35.251 58.91F 57.4% 0.5499 516
+MAPRAND,,_,, |34.7 57.2* 56.0* 0.552 50.8 (36.2 59.2* 57.9* 0.552 521
+MAPPRED,,_,, |35.00 57.37 56.00 0.550 50.8 [36.57 59.2f 57.81 0.552 52.1
+ExtraCS 348 572 557 0547 50.6 (362 59.1 57.6 0.546 519
ST
Baseline 153 412 394 0335 324 [158 424 404 0317324 326
+DICTIONARY 163 419 40.1 0344 332 (168 428 41.0 0.324 332
+MAPRAND;_; |16.5%* 42.8* 41.0  0.347 33.8 [17.0" 44.1* 42.1* 0.329  34.0
+MAPPRED|_{ 16.157 42.8" 40.97 0348 33.6 [16.9"7 44.2F 4221 0.331  34.1
+MAPRAND,,_,, |17.0* 43.3* 41.4* 0.349 342 (17.7° 44.7* 42.7* 0.332  34.6
+MAPPRED,,_,, |16.97 43.47 41.57 0352 34.2 1747 44.8" 42.81 0.335  34.6
+ExtraCS 174 434 416 0353 344 [18.0 447 429 0.336  34.8
Constrained Experiments
MT
+c[DICTIONARY] [30.3 53.6 52.3 0517 47.0 [31.0 546 533 0499 472
+c[MAPRAND,,_,]|33.8* 56.9* 55.6* 0.553 50.4 |35.1* 58.7* 57.3* 0.555 517
+c[MAPPRED,,_,,] |35.0 57.4* 56.0- 0.551 50.9 [36.8* 59.5* 57.9* 0.554 524
ST
+c[DICTIONARY] [15.2 412 394 0341 325 [155 421 40.1 0319 324
+c[MAPRAND,,_,]|16.4 43.1 41.2 0350 339 |17.0 447 42.6 0.335 345
+c[MAPPRED,,_,,] |16.6 43.1 412  0.353 34.0 |17.2 44.6 42.6 0.337  34.5

Table 10: MT and ST evaluation on ArzEn-ST test set for the non-constrained (using all augmentations) and
constrained experiments. We report BLEU, chrF, chrF++, F1 BERTScore (Fpgr1), and their average (Avgasr),
on all sentences as well as code-switched sentences only. The best performing data augmentation approach in the
non-constrained setting is bolded. The best performing approach in the constrained setting is underlined. We run
statistical significance tests between pairs of models to compare the effect of using MAPRAND vs. MAPPRED and
1-1 vs. n-n alignments, and mark models that are statistically significant (p-values< 0.05) with superscript symbols
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Model

Example

Src

Tgt-Ref
Baseline
DICTIONARY
MAPRAND;_
MAPPRED;_
MAPRAND,,_p,

MAPPRED,,_,,

548 poker face ls2 adjudicate oo 1 LWL 1 oosall sa Lo
M G it Catey o Bl s il

those one who adjudicate should have a poker face, so i can’t get any signal
from them, but afterwards i know my mistake, that’s all

it’s supposed to be the. the. people who are a rijudi could be powder face so it
can’t explain anything but after that i mean i know my mistake, that’s it

the.. the. the.. the people who are hurt should be thinking about face, so it can’t
explain anything to me, but after that, i mean, i know my mistake, that’s it
the.. the.. the.. the.. the people who adjudicate become a poker of face, so he
can’t explain anything to me, but after that i know my mistake, that’s it

the.. the. the.. the people that adjudicate become the poker face, so he can’t
understand anything but after that i mean i know my mistake, that’s it

the.. the.. the.. the people who are adjudicate, they become poker face, so it
can’t explain anything to me after that, i mean, i know my mistake, that’s it
the.. the. the.. the people who are adjudicate should be poker face, so he can’t
explain anything to me but after that, i mean, i know my mistake, that’s it

Src

Tgt-Ref
Baseline
DICTIONARY
MAPRAND{_1
MAPPRED_4
MAPRAND,,_,,
MAPPRED,,_,,

multi-robot system task allocation ac~! &5 Jony Ul

i’m working on a project called multi-robot system task allocation.

i make a project called multi-robot system and allocation

i’m making a project called al-gamalt system for the task of allocation
i make a project called multi-robot system and allocation

i am making a project called multi-robot system and allocation task

i am making a project called multi-robot system allocation

i am doing a project called multi-robot system task allocation

Table 11: Examples of translation outputs obtained from the MT models. The words in the translations that
correspond to the CS words in the input source sentence are underlined.
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