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Abstract

This paper presents a framework consisting of
an iPad application and an NLP pipeline, de-
signed to assist non-native speakers in learning
English as a second language. The applica-
tion provides beginner-level texts, which are
augmented by contextual images to facilitate
natural learning. The multi-modal iOS appli-
cation can be fully controlled by employing
eye-tracking components, aiming to enhance
the reading experience by highlighting rele-
vant parts of an image when the user naturally
focuses a particular and potentially complex
word. Moreover, this eye-tracking feature of-
fers accessibility for individuals with physical
disabilities.

1 Introduction

In our interconnected world, learning a new lan-
guage is increasingly necessary for social, profes-
sional, or political purposes. Language acquisi-
tion is challenging, even though various supporting
methods are available. For infants, parents often as-
sociate object names through pointing. Self-study
of a language can involve using educational appli-
cations or engaging with media in the language.
For instance, learning through activities like read-
ing subtitles while watching films can be easier
than solely relying on reading educational texts
(Danan, 1992). This technique of learning, where
individuals are presented with multiple represen-
tations, e.g., text and image, is known as multi-
modal learning. It has been shown in studies that
this technique enhances learning comprehension
(Wang et al., 2022).

This project offers a multi-modal learning ap-
plication, which can be managed by tracking the
users eye movement. It facilitates natural language
learning by combining suitable sentences with re-
lated images. The target users of the application are
beginners and individuals with motor difficulties,
making it challenging for them to use touch-based
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applications. The application can be used indepen-
dently by individuals or provided by organizations
and educational institutions. The machine learn-
ing models used for the identifying a word and
highlighting the respective object in an image are
trained on English, but are easily exchangeable for
other languages. The following user flow serves as
an example of how the application can be used:
Upon launching the application, the user is pre-
sented with a selection of topics to choose from.
After selecting a topic, a sentence is presented with
a contextually fitting image. This could be a sen-
tence about motorsports, accompanied by an image
of a Formula One car that is relevant to the chosen
topic. The NLP pipeline has previously identified
potentially complex words which might be hard
to learn or understand. While the user is reading
the text, the eye-tracking component tracks the eye
movement. If the user looks at a complex word, it
is highlighted within the text and the image. E.g.,
if ‘wheel’ is identified as a complex word in the
sentence, the wheels of the car in the image will be
highlighted when the user looks at the word.

2 Related Work

The term Mobile Assisted Language Learning
(MALL) was coined by Chinnery (2006) and de-
scribes the learning of languages with mobile de-
vices. MALL applications can encompass a multi-
modal approach including face-to-face communica-
tion (Vigliocco et al., 2014) and the use of images
and texts (Schneider et al., 2021). The popularity
of MALL applications is evident, as seen in plat-
forms like Duolingo', which has over 300 million
users (Shortt et al., 2021). Language learning ap-
plications can support learners and enhance their
speaking and critical thinking skills (Kusmaryani
et al., 2019).

Eye-tracking is a method that tracks eye position

1https: //www.duolingo.com
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to identify an individual’s gaze, such as images on
a computer screen or real-world traffic signs. It
has applications in psychology (Rahal and Fiedler,
2019; Li and Pollatsek, 2020), medicine (Harezlak
and Kasprowski, 2018), and advertising (Lohse
and Wu, 2001). Several eye-tracking solutions that
differ in their accuracy and expense. Specialized
eye-tracking hardware is often costly and used in
laboratory environments. These devices are head-
mounted (Cognolato et al., 2018) or use a fixed,
steady camera in front of the user (Sharaev et al.,
2021). Accessible eye-tracking for the masses as in
the presented work can be achieved by utilizing in-
expensive and commonly used consumer hardware,
such as webcams or mobile devices (Papoutsaki,
2015). The main difference is that consumer hard-
ware is generally less accurate, although the accu-
racy is improving with the evolution of consumer
hardware such as mobile phones (Krafka et al.,
2016). Technologies such as eye-tracking mostly
benefits impaired people, but not exclusively (El-
liott et al., 2019; Milde et al., 2021).

State-of-the-art computer vision models can pre-
dict unfamiliar concepts alongside predefined ob-
ject categories by learning on datasets comprising
ofnumerous images and their corresponding textual
descriptions (Radford et al., 2021). By extracting
visual and textual features from the input data and
comparing them using a similarity metric, such
models can determine the degree to which a given
text input is related to a particular image. Using
the approach, one can find the best matching image
to a given text from a database of images (Salvador
et al., 2017). Models for finding and highlighting
parts of the image depending on a query are also
available (Schneider and Biemann, 2022). New
possibilities arise, like forecasting image content,
but these models demand substantial computational
resources for training and prediction, as well as
extensive datasets to attain reasonable results (Rad-

and a image about laptops.
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highlighted in the image and text.
ford et al., 2021).

3 System design

The system architecture consists of two main com-
ponents: the frontend and the backend. The fron-
tend is an i0S application that processes touch and
eye-tracking inputs, while also displaying the pre-
processed texts and images. The backend is used to
process text-aligned image datasets and to extract
important meta information, which is then used to
present the user.

3.1 Frontend

An i0S application for the iPad was chosen as the
frontend for the project due to access to Apple’s
augmented reality library, RealityKit?, which pro-
vides eye and facial tracking capabilities and can
generate screen coordinates of the user’s current
focus. The generated coordinates were found to
be imprecise for accurate tracking, possibly be-
cause the library’s coordinate system lacks calibra-
tion based on the user’s distance and orientation
to the device. A common practice to calibrate eye-
tracking systems is to show calibration dots for the
user to look at (Gunawardena et al., 2022). When
the user opens the app, a custom calibration process
starts to calculate more precise coordinates. The
user gazes at four corner circles displayed on the
screen to establish reference points. This step en-
hances the library’s coordinate system, improving
the accuracy of tracking the user’s eye gaze. The
user’s viewpoint is represented by an eye pictogram
within a circle, which is controlled by the user’s
eye movement, similar to a mouse pointer. This
can be seen in Figure 3, where the eye pictogram
is positioned above the word ‘laptop’.

After calibration, the Menu View displays op-
tions to select a topic, as shown in Figure 1. Once a

2https: //developer.apple.com/
augmented-reality/realitykit/
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topic is selected, the user is directed to the Reading
View. Figure 2 illustrates the Reading View with a
sentence about laptops, accompanied by an image
that appropriately visualizes the sentence and its
context. While reading, the application highlights
the word ‘laptop’ in bold letters. Whenever the
user’s eye focuses on the word, it gets highlighted
both in the sentence and in the image. This allows
the user to learn the word intuitively without hav-
ing to look up its definition. Figure 3 provides
an example of this. After completing a sentence,
the user can either learn more sentences within the
same topic or move on to a different topic.

In order to create a functional eye-tracking sys-
tem, several factors need to be taken into account.
This is essential for accurately tracking the user’s
eyes and ultimately influencing their interaction
with the application. The system utilizes the iPad’s
front camera, which has lower image quality than
the rear camera. This introduces uncertainty due
to lower resolution and issues related to low-light
conditions. To overcome this uncertainty, it is nec-
essary to optimize and mitigate other aspects of the
eye-tracking system. When the iPad is in landscape
mode, the camera is positioned on the side instead
of the center, leading to more accurate eye-tracking
on the side facing the camera. To get feedback
on the tracking, five volunteers were asked to test
the application on an iPad Mini 6th generation and
iPad Pro 5 generation in a small pilot study. The
different technical details of the devices, such as
screen size, camera and processor, made it possible
to look at various aspects. The users have reported
problems with tracking on both devices and ori-
entations. However, tracking consistently worked
better when the elements were placed on the side
closer to the camera and larger elements could be
focused better than smaller elements. To address
this issue, precise tracking elements, such as edu-
cational texts in Reading View, are positioned on
the side facing the camera. In addition, elements
as buttons and texts, are enlarged to help avoid col-
lisions with the user’s focused eye position during
tracking. User head movement can significantly
reduce eye-tracking system accuracy.

The system recalibrates the coordinate system
if the predicted viewport is close to a button. It
is assumed that the eye-tracking mechanism is im-
precise, and the user is fixating at the center of
the button. The offset between the button’s center
and the tracked point is calculated to adjust the

coordinate system. To prevent accidental button
activation, the user must gaze at the button for three
seconds. The recalibration process is performed
multiple times within the three-second period, with
the ring around the pointer acting as a progress bar.
After this period, the button’s command is executed.
This mechanism is also used to initiate the recali-
bration process when the user begins reading a text.
In this application, users read texts from the top left
corner to the bottom right. When the user’s eyes
are tracked near the first word, the recalibration is
applied.

3.2 Backend

Figure 4 shows an overview of the preprocessing
NLP pipeline, which filters the text documents
and enriches them with corresponding descriptive
images. The pipeline is based on Wang et al.
(2022). The text dataset is a collection of docu-
ments from the Simple English Wikipedia3. This
dataset covers a wide range of topics, including
animals, food, cities and other subjects, making
it diverse. The pipeline tokenizes the documents
into sentences and processes them independently.
First, the pipeline identifies complex words in a
sentence, primarily those that exceed the language
classification level B1 according to the Common
European Framework of Reference for Languages
(CEFR). For example, the word ‘minute’ in the con-
text of time is classified as Al (Beginner) and ‘a
minute amount of fuel’ as quantification as C2 (Pro-
ficiency English). This classification is performed
using the complex word identification algorithm
developed by Srivastava (2022). The algorithm uti-
lizes a sequential model developed by Rei (2017)
that incorporates hand-engineered features, along
with word embeddings, to classify complex words
based on their context.

In addition to identifying complex words, de-
pictable words are also identified. A word is con-
sidered highly depictable if it can be easily visu-
alized, such as the word ‘dog,” which represents a
physical entity. On the other hand, the word ‘cre-
ativity’ is difficult to visualize because it represents
an abstract concept without a concrete visual repre-
sentation (Hessel et al., 2018).

First, the annotated image dataset, MSCOCO
(Lin et al., 2014), is used to initialize the algo-
rithm. Then the algorithm calculates the concrete-
ness scores for the words in the annotations. If the

3https: //simple.wikipedia.org


https://simple.wikipedia.org

©

Complex word
identification

Text with
focus words

&

Text dataset

oo
oo

Word depictability
classification

(=

Image dataset

'.'

—

PV N -
Retrieve image Saliency map for Database of texts &
for text focus word associated images

Figure 4: The preprocessing NLP pipeline, which enriches text with context-fitting images.

score exceeds a threshold of 50, as tested by Hessel
et al. (2018), and the corresponding word is a noun,
it is considered depictable. Once the depictable
items are identified from the image dataset anno-
tations, they are mapped to their corresponding
words in the textual dataset, if those words exist.

After the complexity and representability clas-
sification, only those words that satisfy both crite-
ria are considered. These complex and depictable
words are referred to as ‘focus words’ (Wang
et al., 2022) which require explanation and can
be represented visually to facilitate learning. In the
end, only sentences that contain at least one focus
word are retained in the text dataset.

Next, each sentence in the filtered text dataset
is matched with a relevant image that showcases
the contextualized focus words. This step is crucial
as words can possess multiple meanings based on
their context. For example, the word ‘bank’ can
refer to a shore in a river or a financial institution.
To find relevant images, the CLIP model* (Radford
et al., 2021) calculates the cosine similarity be-
tween images and words or sentences. The image
dataset used is MSCOCO?, which is also utilized
for the word depictability classification. An im-
age is considered similar to a sentence or word, if
the similarity value calculated by CLIP exceeds a
threshold of 4.0. Following the approach by Wang
et al. (2022), sentences are only processed further,
if there are five similar candidate images. The most
similar candidate image to the focus words is se-
lected as the associated image for a sentence. If
none of the five candidate images show similarity
to any focus word in the sentence, the sentence is
excluded.

To highlight the focus words in the image, mini-

*https://github.com/openai/CLIP
5https ://cocodataset.org

CLIP? is utilized for visualization. The generated
saliency maps are superimposed on the original
image shown in Figure 2 and Figure 3.

Once all sentences in a text document are pro-
cessed throughout the processing steps, the text
document and its retrieved images are stored in the
database. The frontend can then access all the top-
ics, sentences, and accompanying images from the
database through a REST APIL.

4 Conclusion

The goal of this project was to support novice lan-
guage learners by developing an educational iPad
application. The application designed combines
modern NLP techniques and eye-tracking technol-
ogy enabling a multi-modal learning experience
with beginner-friendly texts and accompanying im-
ages that help illustrate the content. The integrated
eye-tracker analyzes the users’ reading behavior
and enhances their reading experience by highlight-
ing relevant parts of images. Furthermore, eye-
tracking enables individuals with physical disabili-
ties to access the application. One of the major chal-
lenges encountered was implementing eye tracking
on the iPad. Despite the efforts, improving the
accuracy and stability of the eye-tracking system
is necessary for it to be considered user-friendly.
The main issues are the low image quality of the
iPad’s camera and ensuring the users’s head stabil-
ity during use. To address these challenges, one
could explore alternative eye-tracking algorithms
or contemplate integrating an external camera in
the future to improve image quality.

As an alternative to relying solely on datasets,
one could leverage Al generation tools such as
Stable Diffusion (Rombach et al., 2022) or GPT-4
(OpenAl, 2023), which have the ability to create

6https: //github.com/HendrikStrobelt/miniClip
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images based on input descriptions.

The next step in this research should involve
conducting user studies with language learners to
quantitatively evaluate the effectiveness of using
eye-tracking technology to highlight objects in con-
textual images during the learning process. How
much users benefit from contextual images com-
pared to users without this support would be part of
an evaluation study. Also a usability study should
be carried out with the aim of adapting the applica-
tion to the needs of the users in the best possible
way.

The project is openly available under a permis-

sive Apache v2 License’.
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6 Limitations

The models utilized in the NLP pipeline have been
specifically trained for the English language. While
the pipeline can potentially be adapted to other
languages with appropriate datasets, the availability
of such datasets remains a challenge. The hard
filtering process employed during dataset creation
limits the languages for which fitting datasets are
readily accessible. This restriction poses a barrier
to deploying the pipeline for languages with small
available datasets, as it would require significant
efforts to collect and curate appropriate data for
training.

The application relies on a server for its func-
tionality, which poses a limitation in terms of scal-
ability and availability. Running the application
without a server connection is currently not possi-
ble, hindering its use in offline environments. Fu-
ture improvements could explore alternative ap-
proaches, such as client-side implementations or
optimizing server dependencies to minimize their
impact on the application’s usability.

Another important consideration is the computa-
tional power required to preprocess the data using
the pipeline. The image and text data need to be
processed beforehand to achieve satisfying results,
which necessitates a server with sufficient compu-
tational capabilities.

"https://github.com/Alienmaster/
MultimodallLearningIOSApp
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7 Ethical Aspects

The ethical aspects of a language learning applica-
tion with eye-tracking for disabled people revolve
around ensuring inclusivity and equal opportunities
for individuals with disabilities. The application
prioritize user privacy and data security, ensuring
that the eye-tracking data is not collected, shared or
exploited. Even though the application was devel-
oped with a focus on eye-tracking, it is also fully
usable with touch to give the user a choice. By
providing the complete software and source code,
including all models and data sets, users and de-
velopers can trace the use of the data within the
application. If eye-tracking data is later used for
optimisation purposes, sufficient safeguards must
be in place to protect the security of the users’ data.
Due to the complete open-source approach, there
are still no costs for either the user or the devel-
oper.
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