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Abstract

Multimodal corpora have become an essential
language resource for language science and
grounded natural language processing (NLP)
systems due to the growing need to understand
and interpret human communication across var-
ious channels. This paper presents our efforts
in building the first Multimodal Corpus for Lan-
guages in Taiwan (MultiMoco). Based on the
corpus, we conduct a case study investigating
the Lexical Retrieval Hypothesis (LRH), specif-
ically examining whether the hand gestures
co-occurring with speech constants facilitate
lexical retrieval or serve other discourse func-
tions. With detailed annotations on eight par-
liamentary interpellations in Taiwan Mandarin,
we explore the co-occurrence between speech
constants and non-verbal features (i.e., head
movement, facial movement, hand gesture, and
function of hand gesture). Our findings suggest
that while hand gestures do serve as facilita-
tors for lexical retrieval in some cases, they
also serve the purpose of information emphasis.
This study highlights the potential of the Multi-
Moco Corpus to provide an important resource
for in-depth analysis and further research in
multimodal communication studies.

1 Introduction

Over the past decades, there has been a growing
interest in multimodal corpus linguistic research
(Paquot and Gries, 2021), which focuses on the
analysis and comprehension of information from
diverse modalities, including speech, image, and
gesture. To facilitate research in this field and
other interdisciplinary studies, the creation of mul-
timodal corpora, or collections of data from various
modalities, has become more crucial.

We thereby introduce the Multimodal Corpus
for Languages in Taiwan (the MultiMoco Corpus),
a newly released multimodal corpus that includes
audio, video, gestural, and textual data involving
various languages and discourse contexts. The
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MultiMoco Corpus is comprised of recordings of
realistic interactions taken in news and interpel-
lation in parliament, where interviews and spon-
taneous speech take place. The synchronization
of the audio, video clips, and gesture segments en-
ables researchers to study the link between the com-
munication modes. These data assist researchers
in annotating information on the speakers, their
actions, and the communication contexts. This
corpus is designed for human communication and
interaction-related research, such as conversation
analysis, multimodal machine learning, and natural
language processing.

To demonstrate the feasibility of the MultiMoco
Corpus, we conduct a case study based on the par-
limental interpellation clips in Taiwan Mandarin,
aiming to validate the widely discussed Lexical Re-
trieval Hypothesis (hereafter, LRH) (Dittmann and
Llewellyn, 1969; Ekman and Friesen, 1972; But-
terworth and Beattie, 1978; Rauscher et al., 1996),
which suggests that gesture and verbal disfluency
tend to co-occur in spontaneous speech.

More specifically, we take speech constants,
based on the framework of Voghera (2001), as in-
dicators of potential verbal disfluency. We anno-
tate one verbal feature (speech constants) as well
as four non-verbal features, including three forms
of non-verbal expressions (head movement, face
movement, hand gesture) and functions of hand
gesture. With careful annotation, we attempt to an-
swer research questions as follows: (1) Could we
observe co-occurrences between speech constants
and gestures in the context of interpellation? (2)
If there are co-occurrences with speech constants,
do hand gestures mainly play the role of priming
lexical items? And (3) Do the hand gestures serve
other functions regarding interlocutors and the en-
tire discourse context?

To provide guidance on utilizing the MultiMoco
Corpus to address multimodal research problems,
we first review studies on the multimodal corpus,
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the multimodal annotation framework, and the
LRH (Section 2). Following this, we outline the
data collection and annotation framework for the
case study in Section 3.2 and Section 3.3. Next,
we analyze if the non-verbal features co-occur with
speech constants (Section 4.1). The LRH mecha-
nism is examined by identifying the co-occurrences
between speech constants and LRH-related/ non-
LRH-related functions of hand gesture (Section
4.2), along with the individual performances dis-
cussed in Section 4.3. Section 5 concludes the

paper.
2 Related Works
2.1 Multimodal corpus

Communication, by nature, is multimodal (Carter
and Adolphs, 2008), and thereby constructing mul-
timodal corpora affords researchers the opportu-
nity to get a comprehensive understanding of the
cognitive mechanisms underlying communication.
"Multimodal corpus" can be defined at varying
degrees depending on its architecture (Allwood,
2008). Generally speaking, it refers to an online
repository of language and communication-related
content that contains several modalities. In a nar-
rower sense, it can be specified with audiovisual
materials accompanied by annotations and tran-
scriptions.

Most earlier multimodal corpora are for spe-
cific purposes. For example, the Mission Survival
Corpus (McCowan et al., 2003), the Multimodal
Meeting (MM4) Corpus (McCowan et al., 2005),
and the VACE corpus (Chen et al., 2006) are all
built on conversations in meeting. Others are task-
oriented corpora elicited in lab settings, such as
the Fruit Carts corpus (Gallo et al., 2006), CUlture-
adaptive BEhavior Generation for interactions with
embodied conversational agents (CUBE-G) (Rehm
et al., 2009), and the spatial task-based dialogue
corpus, SaGA (Liicking et al., 2010). Still, others
include dyadic conversation in academic discourse:
the Nottingham Multi-Modal Corpus (NMMC)
(Knight et al., 2008) and the Pisa Audiovisual Cor-
pus project (Camiciottoli and Bonsignori, 2015)),
providing domain-specific multimedia materials
for English for Specific Purposes (ESP) learners in
higher education.

Recent corpora attempt to be less specific and
purpose-oriented. Mlakar et al. (2017) select 4
recordings of multiparty conversation in a talk
show, with more spontaneous discourses and more
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topics. The NTHU-NTUA Chinese interactive mul-
timodal emotion corpus (NNIME) (Chou et al.,
2017) constructed a dataset with 44 subjects ma-
joring in drama to record performed scenes for
affective behaviors. In addition, the Communica-
tive Alignment of Brain and Behaviour (CABB)
(Eijk et al., 2022) builts a dataset on recordings
of 71 pairs of participants discussing innovative,
unconventional objectsl (Barry et al., 2014), which
provides pre-and-post behavioral and fMRI mea-
surement information. Nevertheless, these corpora
have their limitations. Certain datasets are built on
less amount of data, some are restricted to conver-
sations revolving around narrow topics, and others
are collected for particular experiments.

The MultiMoco Corpus presented in this study
incorporates video and audio recordings from ten
public news channels and interpellation videos,
which encompass a broader spectrum of languages
and communication genres.? This renders it a more
balanced resource for investigating multilingual
and multimodal communication in everyday con-
versations, with the capacity to accommodate mul-
tidimensional annotations.

2.2 Multimodal annotation framework

Various annotation frameworks have been pro-
posed to encode labels for gesture forms and corre-
sponding functions (Bavelas et al., 1992; McClave,
2000; Kendon, 2004; Miiller, 2004; Allwood et al.,
2005; Bressem et al., 2013). According to Debras
(2021)’s proposal, "articulator” (e.g., hand or head),
and "configuration of articulator" (e.g., head nod,
wave, or turn) should be formally annotated. Func-
tional annotation is to indicate co-verbal intentions
of gestures. The Facial Action Coding System
(FACS; Ekman and Rosenberg, 1997; Clark et al.,
2020), for facial expression annotations, and the
Linguistic Annotation System for Gestures (LASG;
Bressem et al., 2013), for hand annotations, are
both well-designed but complicated annotation sys-
tems. Annotation frameworks such as these can
be time-consuming and challenging to achieve an-
notation agreement. Debras (2021) suggests that
coarse-grained annotations can benefit the onset of
the research.

We here review the annotation frameworks that
will be adopted in the case study. Firstly, speech
constants will be annotated to examine the LRH

'"Fribbles"

The collection and characteristics of MultiMoco Corpus
data are described in Section 3.1.
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evaluated by Trotta and Guarasci (2021), given
that gestures tend to co-occur with verbal disflu-
ency. Referring to the guidelines in Voghera (2001),
four types of speech constants (i.e., pause, repeti-
tion, truncation, and semi-lexical) are taken as the
annotation targets. Secondly, the non-verbal tar-
get features comprise forms and functions, namely
head movement, face movement (eyebrows and
mouth), hand gesture, and functions of hand ges-
ture. Considering Debras (2021)’s suggestions for
coarse-grained annotations, this study follows the
concise annotation framework adopted by Cami-
ciottoli and Bonsignori (2015), incorporating ges-
ture form abbreviations by Julidn (2011) and the
gesture functions by Kendon (2004) and Wein-
berg et al. (2013). In Camiciottoli and Bonsignori
(2015)’s framework, head movement include head-
nodding/tilting/jerking/moving together with mul-
tiple directions and repetition; face movement in-
volve the movement of eyebrows and mouth; hand
gesture mark the movements of fingers, palm, and
the whole hand. The comprehensive labels and
definitions for each feature will be explained in
Section 3.3.

2.3 Lexical Retrieval Hypothesis

As reviewed in Ozer and Goksun (2020), multi-
modal interaction in speech production and com-
prehension regarding individuals’ cognitive tenden-
cies has been heatedly discussed. When a speaker
cannot clarify intended thoughts, gestures are in-
corporated during hesitation pauses or the lexi-
cal pre-planning stage (Dittmann and Llewellyn,
1969; Butterworth and Beattie, 1978). The link be-
tween verbal, non-verbal, and conceptual aspects
can be addressed by the "growth point," the small-
est thought unit, comprising both utterances and
gestures (McNeill, 1992). Krauss (1998) has con-
sidered the relationship between thoughts, utter-
ances, and gestures from another perspective, spec-
ifying three parts in speech production: conceptu-
alizing, grammatical encoding, and phonological
encoding. Among these three parts, phonological
encoding, the retrieval of lexical form, is the part
where gestures affect the verbal modality, and lim-
ited gestures reduce speech fluency when a speaker
discusses spatial information (Krauss, 1998). Later,
Krauss and Hadar (1999) have further proposed
that concepts in the mind are stored in various
forms, so activating one idea in one modality may
also activate concepts in other modalities. Thus,
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concepts can be fully comprehended when infor-
mation from different modalities is all presented,
and representations from one modality can be con-
verted into another modality. Following the line
of this discussion, the gestural modality can assist
lexical retrieval in the verbal modality because of
such cross-modal priming. This is termed the "Lex-
ical Retrieval Hypothesis" (Gillespie et al., 2014;
Trotta and Guarasci, 2021). Namely, LRH refers
to the process that the triggered idea’s lexical ges-
tures® (i.e., gestures that can iconically represent
meanings) can semantically prime the phonolog-
ical encoding of the related words, reviewed in
Gillespie et al. (2014). Gillespie et al. (2014) also
specify that LRH is less applicable if the speaker
can resort to alternative tactics to avoid lexical ac-
cess challenges, which occur in improvisational
speech production.

The Lexical Retrieval Hypothesis is tested in
several tasks and contexts. Hostetter and Alibali
(2007) distinguish the phonemic fluency from the
semantic fluency®, suggesting lexical access effi-
ciency may be related to different types of gestures.
Additionally, Smithson and Nicoladis (2013) have
proposed that the negative association between ver-
bal working memory and iconic gesture production
in bilinguals designates gesture production’s assis-
tance in the retention and utilization of language
information. Trotta and Guarasci (2021) calculate
the weighted mutual information (WMI) between
the hand movements and the concurrent speech
disfluency features involving five kinds of speech
constants’. The result concurs with the LRH since
hand gestures are more related to semi-lexical fea-
tures and pauses in interview contexts. It is noted
that in Trotta and Guarasci (2021), speech con-
stants are considered disfluency features to assess
the LRH, whereas hesitation pauses may signal
lexical retrieval difficulties.

As most of the studies mentioned have examined
the LRH with laboratory tasks or free-form inter-

SKrauss (1998) refers to these lexical retrieval supporting
gestures as "lexical gestures."

*As defined in Hostetter and Alibali (2007), movements
that transmit information relevant to the content of the vocal
communication are representational gestures. Beat gestures
are short, thythmic motions that accentuate terms without
demonstrating what they mean."Phonemic fluency" indicates
thought-organizing skills associated with representational ges-
ture rates, whereas "semantic fluency" is less correlated with
representational gesture rates but has a significant correlation
with beat gestures.

SFive kinds of speech constants: pause, repetition, trunca-
tion, and semi-lexical), as specified by Voghera (2001)
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views, we aim to assess the LRH in formal speaking
contexts (i.e., political interpellation) as well as its
applicability in less colloquial speech. Meanwhile,
given that investigations in multiple modalities can
provide us with more comprehensive perspectives
on cross-modal interaction, we also aim to extend
the hypothesis testing scope by exploring how dis-
fluency co-occurs with more gestures: face, head,
and hand. Among them, differentfunctions of hand
gesture co-occurring with speech constants are in-
vestigated to ascertain whether or not gestures as-
sist in lexical retrieval. This case study conjectures
that gestures co-occurring with speech constants
are not just for facilitating lexical retrieval.

3 Methodology

Our study of the lexical retrieval hypothesis is
based on the multimodal data made available from
Multimoco. We first introduce the construction and
contents of the MultiMoco Corpus (Section 3.1).
Then, the data collection for our case study on the
LRH is illustrated (Section 3.2), followed by the
annotation framework for the target features (Sec-
tion 3.3). The annotation results and analyses will
be discussed in the subsequent sections.

3.1 MultiMoco Corpus

The MultiMoco Corpus is built on recorded videos
and audios from 10 public television channels® in
Taiwan, including news in multiple languages (i.e.,
Taiwan Mandarin, Taiwan Southern Min, Hokkien,
Hakka, and Formosan languages) and the interpel-
lation of the Taiwan Legislative Yuan (the parlia-
ment of Taiwan). While the TV news is recorded
by wireless television receivers, the interpellation
video clips with transcriptions in Taiwan Mandarin
are retrieved directly from the Internet Multime-
dia Video-on-Demand System for Rebroadcasting
Legislative Yuan Proceedings’.

Figure 1 displays the data processing workflow
of the MultiMoco Corpus. With 223 video clips
from Taiwan public television channels and the
interpellation from Taiwan Legislative Yuan, the
MultiMoco Corpus provides 5,854 minutes of di-
alogue, accompanied by 1,485,297 characters of
captions transcribed via Whisper (Radford et al.,

8The target channels are as follows: CTV News PTS News,
PTS Taigi, Hakka TV, Taiwan Indigenous TV, TTV News,
CTS News, Congress Channel I, Congress Channel II, and
FTV News.

"https://ivod.ly.gov.tw/Demand
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Figure 1: Establishment workflow of the MultiMoco
Corpus

2022) model. In addition, 22,805 gestures iden-
tified via MediaPipe (Lugaresi et al., 2019) are
also included in the corpus. The multimodal na-
ture of the corpus allows researchers to conduct
cross-modality analyses, thereby broadening the
understanding of the communicative potential of
various modalities beyond spoken texts. That is,
the MultiMoco Corpus provides us with the po-
tential to extend communication studies to diverse
linguistic and multimodal contexts.

3.2 Data collection

Our lexical retrieval analysis data are extracted
from MultiMoco Corpus, specifically focusing on
spontaneous speech during interpellation involving
interactions between legislators and officers. To
control the gender, speech delivery performance,
and speech topics of the selected data, we chose
two biological females and two biological males,
along with a balanced selection of speech topics.
The interpellation topics are detailed in Table 1.
As to speech delivery performance, we have se-
lected interpellation clips based on the evaluation
scores of 103 legislators from Citizen Congress
Watch (CCW) in the 10th session of Congress 8
we have selected interpellation clips based on the
evaluation scores of 103 legislators from the Cit-
izen Congress Watch (CCW) in the 10th session
of Congress. Figure 2 shows the distribution of
individually-averaged evaluation scores, with an
average score of approximately 16, a minimum of
11.25, and a maximum of 17.998. After consider-
ing the evaluation score, interpellation topics, and

8Using the Legislative Yuan’s Internet multimedia Video
on Demand System, civil jurors can evaluate the performance
of parliamentarians in sessions and fill out questionnaires.
Then, the evaluation score of each legislator is calculated
through this procedure.
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political parties, we choose four legislators (two
with higher evaluation scores and two with lower
evaluation scores) for subsequent multimodal anal-
yses. In the end, we collect eight interpellation
clips, each lasting between 8 and 12 minutes and
featuring a male and a female legislator in each
pair.

Legislator Topic of Interpellation Clips
high_A Social

Education and

welfare culture
high_B Finance Communications
low_C Finance Judiciary and

organic laws
low_D Social Education and
welfare culture

Table 1: Topics of the interpellation clips. The prefixes
(high or low) in the Legislator column are used for iden-
tifying the evaluation scores for the legislators (i.e., A,
B, C, and D).
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Figure 2: Descriptive statistics of citizen evaluation
score

3.3 Data annotation

We investigate the functions of non-verbal features
and their co-occurrence with disfluency in sponta-
neous speech. Three non-verbal forms (i.e., head
movement, face movement, and hand gesture), one
non-verbal function (i.e., functions of hand gesture
), and one verbal feature (i.e., speech constants) are
selected as our annotation targets; the latter is used
to identify disfluency in speech.

Considering the specificity of each feature and
the consensus in prior studies, we adopt different
annotation frameworks for corresponding features.
The speech constants are annotated based on the
framework in Voghera (2001), as shown in Table 2;

Label Definition

Pause This marks a pause either be-
tween or within utterances.
Non-lexical item  This marks interjections (e.g.,
eh and ehm), or more general
words that convey the mean-
ing of an entire sentence, con-
stituting a complete linguistic
act demonstrated by their para-
phrasability.
This marks cases of repeti-
tion of utterances in order to
give coherence and cohesion
to the speech or self-repetition
as a control mechanism of the
speech programming.
This indicates the deletion of
a phoneme or a syllable in the
final part of a word.

Repetition

Truncation

Table 2: Labels for speech constants. It is noted that
the original label “semi-lexical” in Trotta and Guarasci
(2021) is renamed “non-lexical item” in our study.

functions of hand gesture were annotated via Cam-
iciottoli and Bonsignori’s framework, as presented
in Table 3. The three non-verbal forms (i.e., head
movements, face movements, and hand gestures)
are classified based on Camiciottoli and Bonsignori
(2015)’s framework, as illustrated in Table 4. It is
noted that the labels in the table are generalized to a
more coarse-grained scale regarding the entailment
of the original labels.

Five native speakers annotate the five verbal
and non-verbal features (i.e., head movement, face
movement, hand gesture, function of hand gesture’,
and speech constants) via ELAN (Sloetjes and Wit-
tenburg, 2008)'°, an open-source software appro-
priate for multimodal annotations and linguistic
analysis. Take speech constants for instance, the
two annotators separately mark the time periods
and corresponding labels of speech constants that
occur in all eight clips. Then, the annotated pair
of tiers (made by the two annotators) for each clip
are segmented into units of 100 milliseconds and
aligned with each other.

For annotation consistency, the annotators are
asked to annotate different features from clip seg-
ments and decide on an agreed-upon criterion for
disagreed annotations. For instance, the function,
Parsing, marks situations in which a speaker
intends to initiate a new discourse turn, recur the
same gesture as if beating, or make some trivial

°For clarity, we use the italic form when referring to the

five targets, and we use the t ypewriter font when referring
to the labels under each target.
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movements that have no clear reference. In terms
of our Inner Annotator Agreement (IAA), we cal-
culate the ratio of intersecting annotation segments
and the agreement ratio of the intersecting seg-
ments to measure the agreement between the anno-
tators. As shown in Table 5, hand gesture (.76) and
Sfunction of hand gesture (.81) acquire a higher ratio
of intersecting segments, in which the annotators
are able to identify more overlapping time periods
of hand movements. Conversely, the ratio of inter-
secting segments for the head movement (.26) and
face movement (.37) is relatively low. We suggest
that the lower number of intersecting segments may
relate to the different scales of movements percep-
tualized by the annotators. Although we general-
ized certain categories of the labels, we found it
hard to define the degree of the speakers’ move-
ments. While one annotator perceived and marked
some subtle tilting periods, the other annotator may
have missed the same units. The subjectivity in
continuum segmentation poses a challenge for mul-
timodal annotation, yet since the annotators have
discussed their inconsistencies and reached a con-
sensus, the annotation results of the subsequent
discussion are reliable.

As we focus on the co-occurrence and associ-
ation between non-verbal features and disfluency,
we will not inspect the details of the annotation
results within each non-verbal feature but rather
discuss the general co-occurrence with speech con-
stants in the following sections.

Label Definition
Social social (emphasizing a message)
Repres representational (representing object/idea)
Index indexical (indicating a referent)
Parsing parsing (distinguishing units of speech)
Perform performative (illustrating speech act)
Modal modal (expressing certainty/uncertainty)

Table 3: Labels for functions for hand gesture.!! The
functions of ‘beat’ and ‘representational’ in Hostetter
and Alibali (2007) are represented as Parsing and
Representational in this study.

4 Results & Discussions

We first examine the non-verbal features’ co-
occurrence with speech constants, which indicate
verbal disfluency (Section 4.1). Then, the potential

YELAN (https://archive.mpi.nl/tla/elan); Max Planck Insti-
tute for Psycholinguistics, The Language Archive, Nijmegen,

The Netherlands.
"The functions of hand gestures are mutually exclusive.
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Type Label

Face  Frowning eyebrows
Raising eyebrows
Smile
Other

Head Nod
Jerk
Move Forward/Backward
Tilt
Side-turn
Shake (repeated)
Other

Hand  Finger pointing towards audience
Hands sweeping sideways

Hands rotating at center of body

Hands wide apart moving down

Hands clasped together in front of body

Other

Table 4: Labels for co-speech gestures: face, head, and
hand.

Target Ratio Agreement Rate
Head .26 18
Face .37 .99
Hand gesture .76 .70
Function of hand gesture .81 41
Speech constant 49 .89

Table 5: Inter-annotator agreement on five targets. "Ra-
tio" refers to "Ratio of Intersecting Segments." Intersect-
ing segments are those existing on both annotation tiers
(of the two annotators) after aligned to the timeline of
each clip. "Agreement Rate" refers to the "Agreement
Rate on Labels of the Intersecting Segments."

discourse functions of hand gesture will be ana-
lyzed (Section 4.2). Finally, we will discuss more
comprehensive gesture functions independent of
verbal disfluency but related to interlocutors and
the entire discourse context in Section 4.3.

4.1 Co-occurrence overview

As we target one verbal feature (speech constants)
and three forms of non-verbal features (head, hand,
and face)'?, we calculate the co-occurrences!? of
the six patterns by modality. Figure 3 shows
that head movement and speech constants co-
occur most frequently, followed by hand and

121t should be noted that one non-verbal related feature, i.c.,
the functions of hand gesture, are annotated based on the oc-
currence of hand gesture; thus, calculating the co-occurrences
(i.e., overlapping segments) between functions of hand gesture
and the other features would be meaningless, as it would be
the same as hand gesture.

BThe co-occurrence of one pair of features is defined as
the summed number of overlapping segments; one segment is
a unit of 100 milliseconds.
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Figure 3: Co-occurrences of different feature pairs. The y-axis represent the number of overlapping segments

between different pairs of annotated features.

speech constants. Face movement shows fewer
co-occurrences with the other features (i.e., face &
head, face & hand, and face & speech constants),
which may relate to the few occurrences of face
movement in all clips. In addition to mask-wearing
situations, these few occurrences of facial move-
ment are the result of the face movements being
so frequent and inconsequential that the annota-
tors reach an accord to only record the apparent
ones, as some trivial ones may be the result of
habitual movements. This annotation procedure
illuminates considerations for future annotation
frameworks. While the non-verbal features tend
to co-occur with one another, the frequencies are
far lower than their respective co-occurrence with
speech constants. This may correspond to the LRH
that when speech constants appear, i.e., during hes-
itation pauses or the lexical pre-planning stage,
non-verbal gestures are possibly employed by the
speaker as well (Dittmann and Llewellyn, 1969;
Butterworth and Beattie, 1978). To sum up, the dis-
tribution illustrates that non-verbal characteristics
are more likely to co-occur with disfluent situations
than with other types of non-verbal movements.
Furthermore, it demonstrates the significance of
both the head and the hand in the research of ver-
bal disfluency.

4.2 Co-occurring functions of hand gestures

As significant as the respective gesture co-
occurrence with speech constants is, could we
claim that the identified speech constants require
gestures to facilitate lexical retrieval? To further
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understand the purposes of the hand gestures co-
occurring with speech constants, Table 6 below
presents the overall frequencies of each type of
speech constants co-occurring with different func-
tions of hand gesture. Speech constants, especially
non-lexical items and pauses, are taken
as verbal disfluency traits in the LRH evaluation
(Trotta and Guarasci, 2021). We would like to
argue that the intentions of performing speech con-
stants are various, so the functions resulting from
the interplay between verbal and non-verbal modal-
ities are complicated. Thus, in addition to using
speech constants as markers of the possible pres-
ence of verbal disfluency, we study the functions
of co-occurring hand gestures in order to realize
whether the co-occurring hand gestures are lexical
retrieval facilitators or carry out other functions in
speech contexts.

First, we examine the distributions of speech
constants and their co-occurring functions of hand
gesture. Regarding speech constants, pause is
the most frequently observed category with 345
frequencies, accounting for 72.2% co-occurrences
among all. Repetition and non-lexical
item both rank second. Truncation sporadi-
cally occurs in the collected dataset. As for func-
tions of hand gesture, Social (i.e., to emphasize
a message) is the most frequent function for the
speech constants as a whole. The rest of the rank-
ing goes as follows: Parsing > Indexical
> Representational > Performative >
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(SC/FH) Indexical Parsing Performative Representational Social | Total
Non-lexical item 10 24 2 16 9 61
Pause 59 87 20 46 133 345
Repetition 6 16 0 7 32 61
Truncation 8 0 0 0 3 11
Total 83 127 22 69 177 478

Table 6: Contingency table of speech constants and functions of hand gesture. SC represents speech constants, and

FH represents functions of hand gesture.
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Figure 4: Heat maps of co-occurrence of speech constants and functions of hand gesture (by-legislator). The upper
left image belongs to high_C, the upper right image belongs to high_B, the lower left image belongs to high_D, and

the lower right image belongs to high_A.

Modall'4,

Trotta and Guarasci (2021) claim that more hand
gestures go with semi-lexical items (‘“non-lexical
item” in our study) and that pauses can confirm
LRH. In this way, if we take speech constants as
the speech disfluency indicators, then pauses and
non-lexical items seem to be the focused
indicator to evaluate the LRH. In the following

4 As there is no co-occurrence between Modal and speech
constants, this label is not displayed in Table 6.
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analysis, we focus on function of hand gesture
co-occurring with pause and non-lexical
item. These functions of concurrent hand gesture
can be subcategorized into LRH-related functions
(Parsing and Representational) and non-
LRH-related functions (Social, Indexical,
and Performative), for beat and representa-
tional gestures receptively correlate with different
types of fluency (Hostetter and Alibali, 2007).
Starting from the LRH-related functions of
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hand gesture, Table 6 shows that functions
of hand gesture co-occurring with pause
and non-lexical item account for 42.6%.
Parsing is the second-highest intended func-
tion of hand gesture co-occurring with pause;
this is noticeably consistent with the obvious
correlation between semantic fluency and beat
gestures (Hostetter and Alibali, 2007). Al-
though pauses co-occur with hand gestures
for Representational rank fourth, it still
comprises 13.3% of total occurrences. In the
case of non-lexical items, hand gestures
for Parsing and Representational func-
tions show higher frequencies for appearing with
non-lexical item (65.5%), suggesting that
hand gestures co-occurring with non-lexical
item are more likely to facilitate verbal delivery
in formal speech. From the discussion above, it can
be concluded that pauses and non-lexical
items are often accompanied by hand gestures
for Parsing and Representational, which
appears to correspond with the findings of how ges-
tures prime lexical retrieval reviewed in Gillespie
et al. (2014).

When it comes to non-LRH-related functions
of concurrent hand gestures, the pause is highly
associated with hand gestures for Social func-
tion. This indicates that pauses seem not pri-
marily to represent hesitation pauses but rather
to emphasize the primary topic of the speech in
interpellation. Subsequently, Indexical is the
ranked third function of hand gestures synchro-
nizing with pause, implying that speakers prefer
to depict the referent with visual-motion modal-
ity. Performat ive function is the least frequent
one, but its occurrence is still significant compared
to other speech constants. Indexical function
in non-lexical item case is subtly higher
than Social and Performative. As shown in
Figure4, it can be inferred that synchronous hand
gestures of pause and non-lexical item
also carry out information emphasis and referent
depiction functions.

To sum up, in formal speech hand gestures co-
occurring with speech constants related to speech
disfluency are not just used to iconically represent
the unspoken thoughts but also serve the function
of reinforcing the verbal information.
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4.3 Co-occurrence of individual legislators

This research takes formal speech as a research
target to reexamine the applicability of LRH in in-
dividual performance since Gillespie et al. (2014)
specify that LRH is less applicable if the speaker
can use alternate strategies to circumvent lexical ac-
cess difficulties that arise during improvised speech.
Trotta and Guarasci (2021) illustrate that LRH
does not confirm in all interviewers’ performances,
whereas the applicability of LRH in formal speech
stays unclear. Accordingly, the purpose of this sec-
tion is to highlight the functions adopted by all
speakers and their implications related to LRH.

According to individual speaker behaviors
in Figure 4, Social, Indexical, and
Representational are the functions em-
ployed by all of the speakers. This exemplifies that
information accentuation and referent portrayal are
primary functions of synchronous hand gestures
despite possible variations in individual style pref-
erences. Notably, all speakers adopt the concurrent
hand gestures for the Representational func-
tion when pausing, indicating the widespread use
of nonverbal modalities to compensate for verbal
delivery difficulties in improvised speech situations.
This offers a new perspective to extend the sugges-
tions presented by Gillespie et al. (2014), highlight-
ing the general applicability of hand gestures to
serve the lexical retrieval purpose in formal sponta-
neous speech contexts.

5 Conclusion

In conclusion, this paper highlights the creation of
a multimodal corpus of Taiwanese languages and
evaluates its research potential by investigating the
lexical retrieval hypothesis in gestures and speech.

The case study using the MultiMoco dataset pre-
sented in this paper examines the application of
multimodal corpora in the investigation of the lex-
ical retrieval hypothesis, indicating that hand ges-
tures often accompany speech constants such as
pauses and non-lexical items, priming
the function of lexical retrieval. By leveraging
the corpus, our finding suggests that hand gestures
are not solely for retrieval struggles but can also
serve as means of emphasizing information. Addi-
tionally, the outcome of individual speech perfor-
mances signifies the general applicability of hand
gestures for the lexical retrieval purpose.

In the subsequent investigation, our emphasis
will be on examining the potential correlation be-
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tween hand movements and the content of regular
speech (excluding non-speech elements). Follow-
ing the current study, our objective is to conduct a
thorough comparison of how various gesture func-
tions are distributed in both disfluent and fluent
speech contexts. We can also investigate the issue
from neurolinguistic perspectives (Weisberg et al.,
2017), with active learning in annotation expan-
sion (Gal et al., 2017), or for Multimodal Learning
Analytics (MMLA) applications in education dis-
ciplines (Chen et al., 2014). We believe that the
continued development and utilization of the Multi-
Moco Corpus will pave the way for enhancing our
understanding of the intricate interplay between
verbal and non-verbal communication channels.
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