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Abstract

While static embeddings have dominated com-
putational approaches to lexical semantic
change for quite some time, recent approaches
try to leverage the contextualized embeddings
generated by the language model BERT for
identifying semantic shifts in historical texts.
However, despite their usability for detecting
changes in the more recent past, it remains un-
clear how well language models scale to inves-
tigations going back further in time, where the
language differs substantially from the training
data underlying the models. In this paper, we
present GHisBERT, a BERT-based language
model trained from scratch on historical data
covering all attested stages of German (going
back to Old High German, c. 750 CE). Given
a lack of ground truth data for investigating
lexical semantic change across historical Ger-
man language stages, we evaluate our model
via a lexical similarity analysis of ten stable
concepts. We show that, in comparison with
an unmodified and a fine-tuned German BERT-
base model, our model performs best in terms
of assessing inter-concept similarity as well
as intra-concept similarity over time. This in
turn argues for the necessity of pre-training
historical language models from scratch when
working with historical linguistic data.

1 Introduction

In historical linguistics, studying semantic change
and the evolution of word senses has a long-
standing tradition (e.g., Paul, 1880; Ullmann, 1942;
Stern, 1964; Lehmann, 1992; Bybee, 2015). How-
ever, in NLP and computational linguistics, re-
searchers only recently began to take an interest in
the topic, focusing on the task of ‘shift detection’
(cf. Giulianelli et al., 2020), i.e., the identification
of changes in word meaning over time. The task
has been taken up in a SemEval challenge on identi-
fying lexical semantic change in English, German,
Swedish and Latin (SemEval-2020; Schlechtweg
et al., 2020), whose success has inspired several
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follow-up challenges focusing on different sets of
languages, e.g., Italian (Basile et al., 2020), Rus-
sian (Pivovarova and Kutuzov, 2021), and Span-
ish (Zamora-Reina et al., 2022). The interest in
the topic is fueled by the possibility to address
the task of identifying lexical semantic change via
pre-trained neural language models. In particular,
recent work addresses the task via methodologies
based on contextualized embeddings as generated
by the state-of-the-art language model BERT (De-
vlin et al., 2019), exploring methodologies for how
to measure, quantify and evaluate semantic change
on the basis of these embeddings (see, e.g., Giu-
lianelli et al., 2020; Martinc et al., 2020; Laicher
et al., 2021; Kutuzov et al., 2022).

Despite this recent surge of computational
methodologies developed for lexical semantic
change detection (LSCD), there are still many
historical linguistic research questions related to
LSCD which have not yet been touched upon com-
putationally. From a historical linguistic perspec-
tive, one of the major shortcomings is the lack of
temporal depth. That is, most computational stud-
ies focus on identifying change in the more recent
past, within one language stage, e.g., comparing
English data from the 19th century with data from
the 20th century CE. While this renders feasible the
application of pre-trained language models such as
BERT, which have been trained on contemporary
data, and might be of interest for information re-
trieval applications, this is in general not what is
of interest to the historical linguist. In historical
linguistics, change is usually investigated across
longer periods of time of more temporal depth,
with change being assessed across language stages,
e.g., from Old English (5th-11th century CE) to
Middle English (12th-15th century CE), in order
to be able to track sense evolutions in more detail
(cf. Stern, 1964). Yet, given that prototypically,
the language use as well as the orthography in the
historical language stages deviate strongly from
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the contemporary language, this casts doubt on the
applicability of the readily available pre-trained
language models to research questions related to
significantly older language stages.

In this paper, we address this methodological
gap by developing our own historical BERT-based
language model for German: GHisBERT. GHis-
BERT is trained from scratch on corpus data cov-
ering all attested stages of historical German, i.e.,
Old High German (c. 750-1050 CE, OHG), Mid-
dle High German (c. 1050-1350 CE, MHG), Early
New High German (c. 1350-1650, ENHG), and
New High German (from 1650 onwards, NHG)
(see, e.g., Niibling et al. (2008) on the German pe-
riodization scheme). We illustrate the usability of
our model for research questions related to lexical
semantics in historical German by conducting a
lexical similarity experiment across three language
stages, MHG, ENHG, and NHG. Our experiment is
based on measuring the cosine similarity between
BERT embeddings produced for ten concepts ex-
tracted from the Swadesh (1955) list, i.e., culturally
stable concepts which should occur frequently in
each of the language stages. To test our model,
we assess both, the intra-concept similarity over
time as well as inter-concept similarites at each of
the investigated time periods. In addition, we com-
pare GHisBERT’s performance with a fine-tuned
German BERT-base model using the same train-
ing data and use the unmodified German model for
baseline comparisons. We show that GHisBERT
performs better than the other models with respect
to capturing intra-concept similarities over time as
well as capturing lexical semantic interrelations be-
tween the investigated concepts. This highlights
the usability of BERT-based models for historical
linguistic research questions related to lexical se-
mantics, while at the same time emphasizing the
necessity of pre-training language models with the
relevant historical data.

2 Related Work

2.1 Lexical semantic change detection

By now, it has become standard to use semantic
vector space approaches based on pre-trained neu-
ral language models for detecting lexical semantic
change (see, e.g., Tahmasebi et al., 2018; Kutu-
zov et al., 2018; Schlechtweg et al., 2020; Mon-
tanelli and Periti, 2023). These approaches can
be grouped into (i) type-based approaches (e.g.,
Hamilton et al., 2016; Hellrich and Hahn, 2016;
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Schlechtweg et al., 2019), i.e., approaches which
use static word embeddings, e.g., word2vec/SGNS
(Mikolov et al., 2013) or GloVe (Pennington et al.,
2014) embeddings, generating one global vector
for each word in a corpus, and (ii) token-based ap-
proaches (Hu et al., 2019; Beck, 2020; Giulianelli
et al., 2020; Martinc et al., 2020; Montariol et al.,
2021; Kurtyigit et al., 2021; Montanelli and Per-
iti, 2023), i.e., approaches based on contextualized
word embeddings, e.g., BERT embeddings, which
provide one separate context-dependent vector for
each occurrence of a word in a corpus.

While LSCD has been previously dominated by
type-based approaches and static embeddings (see,
e.g., Kaiser et al., 2020; Laicher et al., 2020), recent
research efforts move towards producing state-of-
the-art results for LSCD based on contextualized
BERT embeddings (see, e.g., Kurtyigit et al., 2021;
Kutuzov et al., 2022). Several different metrics
have been proposed to assess change on the basis
of contextualized embeddings and we introduce the
most relevant ones in the following.

2.2 Distance-based metrics

Prototypically, for assessing change (and stability)
with contextualized word embeddings, distance-
based metrics are used which compare the token
embeddings computed for a target word across two
(or more) corpora from different time periods. Cur-
rently, average pair-wise distance (APD) and in-
verted cosine-similarity over prototypes (PRT) are
standardly employed (see, e.g., Giulianelli et al.,
2020; Laicher et al., 2020; Kutuzov et al., 2022).

APD Given two corpora C' and C' representing
two different time periods ¢; and to, APD repre-
sents the average of the distances between all possi-
ble pairs of token embeddings, with one embedding
per pair representing a target word occurrence in
C1 and the other embedding corresponding to a
target word occurrence in Co. With U!! and U2
referring to the usage matrices of a target word w
in t; and ¢, respectively,
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N corresponds to the number of occurrences of w
in each time period, and d is the cosine distance
(1-cosine similarity). High APD values are taken



to be indicative of strong semantic change, and low
values are to be interpreted as weak change.

PRT Based on the same definitions, but using
cosine similarity c instead of d, PRT is the inverted
cosine similarity between the average token em-
bedding of all target word occurrences (i.e., the
protoype embedding) in C and the protoype em-
bedding in Cy:
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Inverted cosine similarity is used instead of cosine
similarity to produce higher values for stronger
changes (see Kutuzov and Giulianelli, 2020). Ac-
cordingly, higher values indicate stronger semantic
change, lower values indicate weaker changes.

The distance-based estimates are generally evalu-
ated against a human-annotated gold standard, usu-
ally with respect to a gold rank where target words
are ordered according to their degree of change
(see, e.g., subtask 2 of SemEval-2020). In a system-
atic comparison, Kutuzov et al. (2022) show that
averaging the APD and PRT estimates (ensemble
method) provides for robust results with respect to
predicting the correct rank of target words in terms
of change degrees, performing better than using
just individual strategies.

In rare cases, the metrics are used for binary
change classification, i.e., to classify whether tar-
get words are changing over time or not (cf. sub-
task 1 of SemEval-2020), which requires additional
mechanisms. For example, Kurtyigit et al. (2021)
propose to use a thresholding technique based on
mean and standard deviation values of cosine dis-
tances between embeddings and Liu et al. (2021)
introduce an approach using permutation-based sta-
tistical testing in combination with cosine distances
for binary change detection.

2.3 Historical language models

Despite the increasing success of using BERT
for LSCD, it remains unclear whether a model
trained mostly on contemporary data, e.g., the
original BERT-base model is trained on the
Google BooksCorpus (800M words) and English
Wikipedia (2,500M words), can be readily applied
to historical texts. Without having seen any of
the relevant historical data during training, the lan-
guage model might not be able to represent the
historical usages of a word adequately.
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Addressing this issue, Qiu and Xu (2022) present
HistBERT, a BERT-based model which is pre-
trained further (i.e., fine-tuned) on the balanced
Corpus of Historical American English (COHA;
Davies, 2012), adding high-quality balanced his-
torical data going back to the 1820s. They show
that, in comparison with the original BERT model,
HistBERT provides for improved performances in
word similarity tasks and a semantic shift analysis
where the underlying data stems from the histori-
cal periods covered by the COHA data. Likewise,
in earlier work, Martinc et al. (2020) successfully
used fine-tuning of a BERT model on the histor-
ical corpora under investigation for performance
improvement. In addition to further pre-training,
Rosin and Radinsky (2022) propose to use a time-
aware self-attention mechanism, which encloses
temporal information about the text sequences dur-
ing the extended learning process.

Yet, while fine-tuning on historical data im-
proves lexical semantic change detection, the
strong prevalence of the contemporary data used
for training BERT might still skew the fine-tuned
model towards modern-day language use. Manjava-
cas and Fonteyn (2022a) show that for historical
English (with data going back to 1473 CE), pre-
training a BERT model from scratch on the rele-
vant historical data provides for a stronger back-
ground model than just fine-tuning the original
BERT model with respect to a variety of down-
stream tasks. In addition, Manjavacas and Fonteyn
(2022b) show that historically pre-trained mod-
els, i.e., MacBERTh for historical English (1450-
1950 CE) and GysBERT for historical Dutch (1500-
1950 CE), perform significantly better with respect
to non-parametric word sense disambiguation than
the corresponding modern models.! 2

Addressing the task of Named Entity Recog-
nition in historical texts, Schweter et al. (2022)
pre-train a historical multilingual BERT model
(hmBERT) with historical data from German
(1683-1949), French (1814-1944), English (1800-
1899), Finnish and Swedish (each 1900-1910), es-
tablishing a new state-of-the-art via their model.>

However, while these models highlight the use-
fulness of pre-training historical language models,
the training data of these models does not support
investigations of data exceeding the most recent

1https: //macberth.netlify.app/

2GysBERT and GHisBERT are accidental namesakes.

3https://huggingface.co/dbmdz/
bert-base-historic-multilingual-cased
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historical language stages. It is unclear how well
these models scale to data going back further in
time, i.e., to data stemming from another historical
language stage, where the language differs even
more substantially. To our knowledge, there exists
no contextualized language model which covers the
historical stages of German which we investigate
in the present study.

3 GHisBERT: A historical German
language model

In this paper, we present GHisBERT (German
Historical BERT), a BERT-based model trained
from scratch on historical German data, cover-
ing all attested stages of the language, i.e., OHG,
MHG, ENHG, and NHG, with data going back to
750 CE.#

3.1 Training data

The training data for our model stems from
two different sources. More precisely, we ex-
tracted all sentences from the Referenzkorpora
zur deutschen Sprachgeschichte ‘Reference Cor-
pora of Historical German’, which contain subcor-
pora for OHG (Referenzkorpus Altdeutsch, ReA,
750-1050 CE; Zeige et al., 2022), MHG (Referen-
zkorpus Mittelhochdeutsch, ReM, 1050-1350 CE;
Klein et al., 2016), and ENHG (Referenzkorpus
Frithneuhochdeutsch, ReF, 1350-1650 CE; Herbers
et al., 2021).5 This resulted in 3,227 sentences for
OHG, 245,880 sentences for MHG , and 106,988
sentences for ENHG. Sentence splitting was per-
formed based on the presence of modern punctua-
tion markers indicating sentence boundaries (/.?)
as well as specific historical sentence boundaries,
e.g., the middle dot (-), following the respective
corpus guidelines.® To further balance the train-
ing data and to extend the data with contemporary
German data, we added data from the Deutsches
Textarchiv (DTA, Textarchiv, 2023), which is al-
ready split into sentences, extracting 100,000 ran-
domly sampled sentences for each of the following
periods: 1400-1599, 1600-1799, and 1800-1999.
An overview of the data is given in Table 1.

*GHisBERT is available as a huggingface repository under
https://huggingface.co/christinbeck/GHisBERT.

5https ://www.deutschdiachrondigital.de/

We are aware that identifying sentence boundaries based
on punctuation might not always be correct in historical Ger-
man. Nonetheless, this approximation gives us the relevant
context which is needed for training a BERT model.
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Corpus | Period Time Span|Sentences Words
ReA |OHG  750-1050 3227 18424
ReM |MHG 1050-1350| 245880 2.3M
ReF |ENHG 1350-1650| 106988 3.7M
DTA1 |[ENHG 1400-1599| 100000 2.6M
DTA2 |[NHG 1600-1799| 100000 2.1M
DTA3 |[NHG 1800-1999| 100000 1.6M
Total |All 750-1999| 656095 12.3M

Table 1: Overview of the training data for GHisBERT.

3.2 Model training

Following Manjavacas and Fonteyn’s (2022a) work
on historical English, we use the hyperparameteri-
zation of the BERT-base configuration and the Hug-
gingFace implementation for training GHisBERT
from scratch on historical German data.” This cor-
responds to 12 hidden layers with a hidden size of
768, 12 attention heads, a maximum length of 512
for position embeddings and a vocabulary size of
32,000 tokens. Likewise, we use the masked lan-
guage modeling (MLM) objective for optimization
during training. We trained over 10 epochs, using
small batches of size 8 (to avoid memory issues)
and gradient accumulation.

For comparison, we further pre-train a modern
German BERT-base model via MLM with the same
data used for GHisBERT, i.e., we continue train-
ing from the last checkpoint of dbmdz/BERT-base-
german-cased (henceforth BERT-german), fine-
tuning the pre-trained model with historical data.?
BERT-german was originally trained on over 2 bil-
lion words extracted from contemporary texts, e.g.,
Wikipedia dumps and the EU Bookshop Corpus
(Skadins et al., 2014).° Fine-tuning was performed
using the same parameters, but only over 4 epochs
as per the recommendations of the original BERT
paper (Devlin et al., 2019). We refer to the his-
torically fine-tuned version of BERT-german as
BERT-fine. We did not use the multilingual histori-
cal model developed by Schweter et al. (2022), i.e.,

7https: //huggingface.co/docs/transformers/
model_doc/bert

8https://huggingface.co/domdz/
bert-base-german-cased

°Alternatively, we could have used the German BERT
variant provided by deepset (https://www.deepset.ai/
german-bert). Our choice between the two variants was
arbitrary. The dbmdz model is trained on a larger variety of
text sources, but whether this presents an advantage over the
deepset model still needs to be experimentally defined. We
plan to experiment with further model variants and architec-
tures in the future.
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hmBERT, which also contains historical German
data, in our experiment, because for one, the histor-
ical German data used for training hmBERT still
only represents the NHG language stage and for
another, having multiple training languages renders
a direct comparison with our model more difficult.

In order to be able to deal with the historical
orthography and word forms present in our data,
we train our own BERT tokenizer on our historical
data. This tokenizer is used for tokenization before
feeding the historical data into any of the models.'®

4 Lexical similarity and stability across
language stages

To test the applicability of our model to investi-
gations of lexical semantic change in historical
language stages, we conduct a case study which
investigates whether the lexical semantic stability
of ten Swadesh concepts is captured adequately
over time, i.e., across three consecutive historical
language stages: MHG, ENHG, and NHG. To do
so, we compare GHisBERT with BERT-fine and
BERT-german via a lexical similarity analysis, as-
sessing the inter-concept similarity at each time
stage as well as the intra-concept similarity of each
concept across time.

4.1 Target concepts

Most existing computational studies on LSC in
German base their investigations on the 48 German
target words which were part of the SemEval-2020
challenge (see, e.g., Kurtyigit et al., 2021). How-
ever, only very few of these NHG target words can
be found in the historically older language stages.
We therefore selected ten target words which occur
in all three language stages from the 200-word list
of basic vocabulary introduced by Swadesh (1955).
These concepts are well distributed throughout the
list according to Swadesh’s stability ranking: VO-
GEL ‘bird’, HUND ‘dog’, EI ‘egg’, FISCH ‘fish’
(among the first 50 most stable concepts); BERG
‘mountain’, FUSS ‘foot, KOPF ‘head’ (among the
50-100 most stable concepts); FRAU ‘woman’,
BAUM ‘tree’, SONNE ‘sun’ (among the 100-200
most stable concepts). The basic vocabulary list
was both narrowed and extended in recent stud-
ies in the course of the establishment of different
databases (see, e.g., Dellert and Buch, 2018; Hol-
man et al., 2008), but since the estimation of a

"The source code used for tokenization, model train-

ing and fine-tuning is available at https://github.com/
christinschaetzle/GHisBERT.
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concept stability ranking is highly data-dependent,
it differs with regard to the languages under investi-
gation. We therefore use the stability ranking of the
well-established 200-word Swadesh list, provided
by Dellert and Buch (2018), for the selection of the
target words. While the concepts themselves are
expected to be stable across languages and time,
the corresponding word forms are not excluded
from undergoing lexical semantic change. How-
ever, given their concept stability, we expect the
word forms to be relatively stable within one lan-
guage and within our examined time range.

4.2 Data

For our investigation, we extract all sentences from
the ‘Reference Corpora of Historical German’ in
which one of our targets occurs, using the same sen-
tence generation principles as given in Section 3.1.
This proportion of the data covers the MHG and
ENHG period in our study (via the ReM and ReF
corpora). To cover the NHG period, we extract all
sentences from the DTA in which the target con-
cepts occur in the time span 1700-1999. Overall,
this results in 148,306 sentences, with 3,942 MHG
sentences, 6,009 ENHG sentences, and 138,355
NHG sentences.'!

While the concepts are assumed to be stable parts
of the language, occurring in all three stages, the
word forms themselves are subject to change over
time, undergoing phonological and morphological
changes (see, e.g., Niibling et al., 2008). To be able
to track the concepts as target words over the lan-
guage stages, we first had to identify the relevant
historical lemmas of our concepts, forming ‘etymo-
logical chains’ assigning the historical word forms
of each concept to their contemporary counterparts.

4.3 Etymological chains

We build our etymological chains based on informa-
tion extracted from Kluge (2012), an etymological
dictionary which provides OHG and MHG corre-
spondences of NHG words. For example, fuoz is
given as the OHG form and vuoz as the MHG form
of NHG Fuf3 ‘foot’ in Kluge (2012) (see Table 3
in Appendix A for a full list of lemma correspon-
dences and the respective occurrence frequencies
across stages). We searched for all possible corre-
spondences of our target concepts in the lemma-
tized versions of each of the corpora under inves-

"'We excluded the OHG period from our investigation since
our target concepts only rarely occurred in this stage, see
Table 3 in Appendix A for the relevant occurrence frequencies.


https://github.com/christinschaetzle/GHisBERT
https://github.com/christinschaetzle/GHisBERT

tigation, and extracted the respective sentences in
their non-lemmatized form.'2

4.4 Concept embeddings

For each of the sentences in which our target con-
cepts occur, we generate target word embeddings
using our different model versions in the following
way. First, we replace the target word representing
one of our concepts with the NHG lemma version
of the concept, e.g., vuoz is replaced with Fuf3, to
mitigate the word form bias reported by Laicher
et al. (2021). That is, we use the non-lemmatized,
original, sentences to produce concept embeddings,
but replace the target word form by its modern
concept lemma. After tokenization, we pass the
sentences to the model and extract the correspond-
ing sentence embeddings at the second-to-last layer.
We use the second-to-last layer, since this layer has
been shown to provide the most context-specific
embeddings (Ethayarajh, 2019)."3 Next, we com-
pute the word embeddings of each target concept
occurrence by averaging over the respective word-
piece embeddings, as is standard procedure.

4.5 Lexical similarity analysis

In order to generate insights into whether our model
is able to be used for systems investigating lexical
semantic change across language stages, we inves-
tigate whether GHisBERT is able to produce ade-
quate results in a lexical similarity analysis of our
stable target concepts. That is, we assess the inter-
concept similarity of each concept at each language
stage, by computing the cosine similarity (COS)
between the average embedding of a concept to
the average embeddings of all other concepts at a
given stage. Additionally, we measure the intra-
concept similarity of each concept over time, by
comparing the average embeddings of each con-
cept separately between language stages via COS.
Ideally, a concept should show significantly greater
simliarities to itself over time than to other concepts
at each language stage. In addition, the best model
should show the largest differences (i.e., lowest
similarities) across concepts, capturing the lexical

2In addition, we considered further spelling variants to
cover as much data as possible, e.g., bérg is used for BERG
‘mountain’ in ReM, while Kluge (2012) gives berc for MHG.

3We also experimented with concatenation of the embed-
dings of the last four layers, averaging over the embeddings
of the last four layers, and summing the embeddings of the
last four layers. The differences between those approaches
are marginal, but concatenation and the second-to-last layer
approach produce slightly stronger similarity values.
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semantic interrelations between the target concepts.
To test this, we compute paired t-tests testing for
significant differences between the inter-similarity
distribution of a concept and the intra-similarity of
a concept over time.

Overall, there is still no consensus on which met-
rics to use for identifying lexical semantic change
(and stability in turn) based on BERT embeddings.
We experimented with several of the distance-based
metrics introduced in Section 2.2, including APD,
COS, PRT, and the ensemble method, which aver-
ages APD and PRT. Overall, we found that COS,
with its value boundedness between 0 and 1, pro-
vides for the most interpretative measure with re-
spect to both, intra-concept similiarity over time as
well as inter-concept similiarity. '

4.6 Evaluation

Most existing work on LSCD ranks the target
words under investigation with respect to a quan-
titative estimate indicating the degree of change
of a word between two time periods. This rank-
ing is then usually evaluated against a gold dataset,
where the same target words have been ranked on
the basis of a detailed, extensive manual annota-
tion process. As this is the first research enterprise
setting out to track lexical semantic change based
on contextualized embeddings across historical lan-
guage stages of German, there exists yet no gold
data that goes back far enough in time to be com-
patible with our investigated data. Therefore, we
were not able to perform a comparable ground truth
evaluation. Instead, we calculate t-tests for assess-
ing similarities and differences between the results
produced by the individual models. In addition,
we perform qualitative cross-checks of the under-
lying data via a manual inspection of 50 randomly
sampled sentences per concept and language stage.

5 Results

Inter-concept similarity The inter-concept simi-
larity at each time stage shows how similar the av-
erage embedding of each concept is to the average
embeddings of all other concepts. In terms of the
inter-concept similarity at each stage, GHisBERT
provides for the best results, presenting similarities
that range between 0.18 and 1, representing low
and high similarities between concepts adequately,
while BERT-fine and BERT-german provide much

“We provide the code for our experiment under https:
//github.com/christinschaetzle/GHisBERT.
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GHisBERT BERT-fine BERT-german
COHCGpt COSME COSEN COSaUg COSME COSEN COSaUg COSME COSEN COSavg
BauMm |0.90 0.96 0.93%**10.95 0.94 0.95%**10.98 0.99 0.99%#*
BERG [0.92 0.97 0.95%**10.94 0.93 0.94%***10.98 0.99 0.99%**
E1 0.70 0.92 0.81%*% 0,73 0.92 0.82* 10.94 0.98 0.96%**
Fiscu |0.85 0.87 0.86%**0.94 0.93 0.93***10.99 0.99 0.99%3**
FraU [0.95 0.95 0.95%**10.95 0.91 0.93***10.99 0.99 0.99%#**
Fuss [0.88 0.89 0.89%*%10.94 0.89 0.92%* 10.97 0.99 0.98##*
Hunp [0.87 0.95 0.91*%**10.91 0.93 0.92%**10.98 0.98 0.98***
Koprr |0.85 0.94 0.90*+*%*10.93 0.94 0.93*#%10.98 0.99 0.98##*
SONNE [0.89 0.95 0.92%**10.93 0.93 0.93***10.98 0.99 0.98#**
VOGEL |0.92 0.96 0.94%** 1 0.94 0.94 0.94%**10.97 0.98 0.97##*

Table 2: Cosine similarities between average concept embeddings from MHG and ENHG (COS ;) and ENHG and
NHG (COSgn), as well as the average of these similarities (COS,.,4). Statistically significant differences between
inter- and intra-concept similarity are calculated via t-tests (p<0.001#**, p<0.01**, p<0.05%).

higher similarities, see the heatmaps in Figure 1. In
particular, BERT-german produces very high sim-
liarity values between concepts at each stage, i.e.,
values ranging between 0.87 and 1, not being able
to capture the differences between the concepts.

Overall, GHisBERT gives the most pronounced
representation of synchronic inter-concept similari-
ties. At the MHG stage, EI ‘egg’ shows the lowest
similarity to all other concepts with all three mod-
els. This is an interesting text effect which is borne
out in particularly by the GHisBERT embeddings:
in the MHG proportion of the data, ET only occurs
in Latin texts, referring to the 3rd person mascu-
line pronoun ei ‘he’, and not to ‘egg’. As such,
it is no surprise that it differs from all other con-
cepts. Other lexical semantic similarities which are
neatly captured by GHisBERT at all stages are the
relationship between animal concepts, e.g., FISCH
‘fish’, VOGEL ‘bird’, and HUND ‘dog’ show high
simliarities to one another, and the interrelation
between body parts, e.g., KOPF ‘head’ and FUSS
‘foot’. In addition, FRAU ‘woman’, which is the
only human, sentient concept, shows lower similar-
ities than the other concepts to one another (with
ET being an exception here).

Intra-concept similarity across time Table 2
shows the cosine similarities between the aver-
age concept embeddings across language stages,
i.e., between MHG and ENHG (COS ), g), between
ENHG and NHG (COS gy ), and the average across
the two distributions (COS,,,4) for each of the three
models. Despite the high inter-concept similarities
reported for BERT-german, all three models show
highly statistically significant differences between

the average inter-concept similarity distributions
and the average intra-concept similarity over time
(COS44g), see Table 2. Yet again, for BERT-fine
and BERT-german, the similarity values are less
nuanced than for GHisBERT. In particular, the com-
parably large change for EI, which is due to the
Latin influence in MHG that is not present in the
ENHG and NHG data for E1, is most pronounced
for GHisBERT. However, the similarity values for
ET are similar with GHisBERT and BERT-fine, de-
spite a lower significance in terms of the difference
between EI’s inter- and intra-concept similarity for
BERT-fine. Overall, the COS,,, distributions of
GHisBERT and BERT-fine do not show a statisti-
cally significant difference, whereas the difference
between GHisBERT and BERT-german is signifi-
cant (as is the difference between BERT-fine and
BERT-german, both with p<0.001).

Yet, what is striking, is that GHisBERT ade-
quately estimates a larger difference, i.e., a lower
similarity, between MHG and ENHG than between
ENHG and NHG, while this is not the case for the
other two models, with a significant difference be-
tween the COS ), g distributions of GHisBERT to
the other models (p<0.001). GHisBERT’s results
are in line with broader linguistic developments in
historical German (see, e.g., Niibling et al., 2008;
Fleischer and Schallert, 2011), for which MHG
can be characterized as a major period of change,
with a considerably freer word order and several
strong phonological and morphological changes
(e.g., vowel reduction), leading to the ENHG pe-
riod, thus reflecting a stronger change between
MHG and ENHG than between ENHG and NHG.
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Figure 1: Heatmaps showing the inter-concept similarities at the MHG (top), ENHG (middle), NHG (bottom) stage
as calculated via embeddings from GHisBERT (left), BERT-fine (center), and BERT-german (right).

In addition, several of our qualitative observa-
tions fit well with the results produced by GHis-
BERT. For one, concepts which show lower simi-
larities with respect to both COS ;g and COSgy,
i.e., FISCH ‘fish’ and Fuss ‘foot’, show polysemy
in the corpora from all three language stages, with
Fuss ‘foot’ referring to the body part, the ‘foot’
(bottom) of a mountain, and its usage as a measure
of length. FISCH ‘fish’ in turn is found in its biolog-
ical as well as astrological usage and additionally
occurs often in biblical contexts. For another, KOPF
‘head’, which shows a comparably low COS ;g but
a large COS g similarity, seems to be undergoing
change between MHG and ENHG: in MHG, KOPF
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is still mainly found in its historically older use
as ‘drinking vessel, cup’ (cf. Kluge, 2012; Pfeifer
et al., 1993), which differs strikingly from the us-
age in ENHG and NHG as ‘head’, and is no longer
found in modern German. While this development
stands out with GHisBERT, it is less evident with
the other models, see Table 2.

In sum, our lexical similarity analysis shows that
GHisBERT provides for the best results in terms
of capturing the lexical semantic relationships be-
tween our ten target concepts in the historical lan-
guage stages. The results produced by GHisBERT
present a more nuanced picture of synchronic as
well as diachronic interrelations between target con-



cepts than the results achieved via the unmodified
and the fine-tuned BERT-german models. Overall,
these findings are in line with our manual qualita-
tive cross-checks of the underlying data.

6 Conclusion

This paper provides evidence for the usability of
BERT-based models for investigations of lexical
semantic change going beyond the contemporary
language stage. More precisely, we show via a lex-
ical similarity analysis that BERT embeddings can
be used for assessing inter- and intra-concept sim-
ilarities across three historical German language
stages, Middle High German, Early New High Ger-
man, and New High German. In a systematic com-
parison, we show that pre-training a BERT-based
model from scratch with the relevant historical data
provides for more adequate results than fine-tuning
alone. This in turn highlights the relevance of pre-
training neural language models with language-
specific data for lexical semantic investigations.

Limitations

While our paper presents the first research endeavor
(that we know of) which investigates lexical seman-
tics in historical German going beyond the NHG
stage using BERT embeddings, it also points out
the necessity of more ground truth data for evalu-
ation. The lack of a gold standard for evaluation
is the strongest limitation of our paper, leading
to a lack of a true quantitative evaluation. Anno-
tating data from historical language stages is no-
toriously difficult and time-consuming, requiring
expert knowledge of the language stages (see, e.g.,
Beck et al., 2020). Therefore, we first set out to
investigate whether GHisBERT potentially is a use-
ful tool for investigating lexical semantic change
across language stages in this paper before manu-
ally annotating data, but definitely plan to do so in
the future (together with expert annotators). Along
with this, we intend to evaluate our model with re-
spect to further lexical semantic tasks in the future.

A further limitation is the large computational
power and time which is generally needed for train-
ing a BERT model from scratch: this might not
always be feasible for researchers with a more his-
torical linguistic background, which might be lack-
ing the necessary infrastructure. It is thus unclear
how well our methodology is transferable to stud-
ies seeking to understand lexical semantic develop-
ments in the history of other languages and with

41

respect to different datasets. A related issue is that
most studies on LSC focus on using BERT em-
beddings, but it remains unclear how well more
recent large language models, e.g., GPT-4 (Ope-
nAl, 2023), and different model architectures scale
to the task of investigating LSC across language
stages, and, in turn, how these play out the compu-
tational issues.

We moreover leave frequency effects and extra-
linguistic factors, such as different text genres and
dialects, aside in this paper, but intend to look fur-
ther into this as part of future work.
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NHG ENHG MHG OHG
Concept lemma n | lemma n | lemma n | lemma n | Total n
BAUM ‘tree’ Baum 181 | Baum 300 | boum 8845 | boum 0 9326
BERG ‘mountain’ | Berg 423 | Berg 647 | berc 14020 | berg 0] 15090
EI ‘egg’ Ei 5| Ei 129 | ei 7385 | ei 0 7519
FIscH ‘fish’ Fisch 110 | Fisch 344 | visch 5331 | fisc 1 5786
FRAU ‘woman’ Frau 2050 | Frau 2935 | vro(u)ywe 37702 | frouwa 0| 42687
Fuss ‘foot’ Fup 487 | Fuf 65 | vuoz 21999 | fuoz 3| 22554
HUND ‘dog’ Hund 110 | Hund 269 | hunt 8070 | hunt 0 8449
KOPF ‘head’ Kopf 29 | Kopf 223 | kopf 16067 | kopf, kupf 0| 16319
SONNE ‘sun’ Sonne 396 | Sonne 914 | sunne 11293 | sunna 3| 12606
VOGEL ‘bird’ Vogel 151 | Vogel 183 | vogel 7643 | fogal 0 7977
All 3942 6009 138355 7 | 148313

Table 3: Target concepts and the occurrence frequencies of the corresponding lemmas at each language stage.
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