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Abstract

This paper introduces the concept of Seman-
tic Difference Keywords (SDKs). We define
SDKs as keywords selected because of a com-
paratively high semantic difference between
their use in two or more corpora. They are
extracted by applying methods developed to
identify diachronic Lexical Semantic Change.
Like statistical keywords, most commonly used
in quantitative discourse studies, SDKs capture
the distinctiveness of a target corpus. However,
they do not do so because they are used sig-
nificantly more often or more consistently, but
because they are used significantly differently.
The case study presented in this paper shows
that SDKs are successful in identifying con-
cepts which are contested, i.e., sites of "seman-
tic struggles" (Kranert, 2020). SDKs are there-
fore a useful contribution to (computational)
discourse studies and text-based Digital Hu-
manities more broadly.

1 Introduction

In discourse studies, a keyword is a central concept
to the comparative study of corpora. However, the
identification of such keywords is most often pre-
determined by the researcher, or, in the case of
corpus linguistics studies, by statistical measures
based on frequency and/or dispersion. Scholars
have wondered how to identify keywords which
are sites of "semantic struggles", i.e., which are
at the centre of societal controversies and whose
meaning is therefore contested (Jeffries and Walker,
2017).

This paper proposes the concept of Semantic
Difference Keywords (SDKs), defined as words or
multi-word expressions (MWEs) whose semantic
difference between two or more corpora is com-
paratively large. SDKs are extracted with methods
developed for the study of diachronic Lexical Se-
mantic Change (LSC). This novel application of
such methods is relevant to Computational and Dig-
ital Humanities.

As a case study, the discourse from Latin Ameri-
can guerrilla movements from the Cuban Revolu-
tion onward was investigated. More specifically,
the words whose meaning in the discourse issued
by the EZLN (Zapatista Army of National Libera-
tion) most differs from their meaning in discourses
issued by the other movements in the corpus were
studied by training a Word2Vec model where two
different embeddings were learned for candidate
SDKs: one representing their use in the EZLN cor-
pus, and one representing their use in the rest of
the corpus. This analysis highlights that this con-
cept shows promises to identify words which are
sites of contestation within a specific discourse.
It also underlines that high semantic difference
can be explained by a variety of factors and that
their relevance is therefore dependant on the ini-
tial research question. Stylistic markers, polysemy,
context-dependant lexicon and ideological differ-
ences can all lead to variance in the context where
words are being used by a specific group.

2 Background and related works

2.1 Quantitative and qualitative approaches
to keywords in discourse studies

In corpus-driven discourse analysis, including com-
putational literary studies, lexical “keyness” is a
ubiquitous concept. It is most often based on fre-
quency and represents the above-chance occurrence
of the term in the corpus under investigation in com-
parison to another. Dispersion is another keyness
measure which takes the distribution of the word
across the corpus into account (Du et al., 2021; Eg-
bert and Biber, 2019; Gries, 2008, 2021; Schoch
et al., 2018).

From a computational discourse analysis per-
spective, keywords highlight what is distinctive at
the lexical level in a target corpus. Through statis-
tical keyword analysis, researchers have studied
diplomatic letters (Pranoto and Yuwono, 2017),
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court proceedings (Potts and Kjer, 2016), aca-
demic writing (Paquot and Bestgen, 2009), gender
differences in language use (Newman et al., 2008),
political manifestos (Skorczynska, 2016), online
COVID discourse (Joharry, 2023), and the repre-
sentation of minorities or events in the press (Baker
et al., 2013; Mohammed et al., 2022; Taylor, 2014).

However, keywords in (qualitative) discourse
studies more globally refer to words which are cen-
tral to a discourse. Schroter (2008) argues that
studying the semantics and use of such expressions
is key to understanding these discourses, particu-
larly the ways in which "the meaning of the word
change relative to the group that uses it". For in-
stance, Kranert (2020) identifies "populism" as one
such sociopolitical keyword in politics, news cov-
erage and academic discourse. These keywords are
sites of contestation or "semantic struggle". Their
rhetorical role is therefore highly context depen-
dent.

Previous research projects have combined quan-
titative and qualitative understandings of keywords.
Kranert (2020) uses corpus linguistics methods to
examine the pre-selected sociopolitical keyword
"populism". Jeffries and Walker (2017), similarly
drawing from research on cultural/sociopolitical
keywords (Williams, 2014) and corpus linguistics
keywords (O’Halloran, 2010; Stubbs, 2001), pro-
pose to identify keywords of interest by filtering sta-
tistical keywords, instead of focusing on a predeter-
mined selection. To do so, they explicitly filter out
statistical keywords that were "uncontested", "un-
controversial" and "least likely to actually demon-
strate a change in their semantics between the two
corpora".

This paper proposes a method that partially ful-
fills the same goals as the methodology proposed
in Jeffries and Walker (2017). However, instead of
filtering statistical keywords manually, relying on
contextual knowledge and close readings of con-
cordances and collocation lists, keywords are auto-
matically extracted using NLP methods developed
to recognise semantic difference.

2.2 Word embeddings and discourse studies

Because of their ability to map and formalise rela-
tionships between words within specific discourses,
word embeddings are increasingly used in the field
of Critical Discourse Analysis. See Wiedemann
and Fedtke (2022) for a relevant survey of the topic.
Such studies usually focus on one corpus (see, for

instance Mandenaki et al. (2022) and Durrheim
et al. (2023)). When the study is comparative, it
usually investigates diachronic discourse change.
For instance, Rodman (2020) tracked the changing
meanings of political concepts in a dataset of 161
years of newspaper coverage and Viola and Ver-
heul (2020) studied the evolution of the concept of
migration in The Times Archive from 1900 to 2000.

Comparative synchronic semantic change anal-
yses in discourse studies are rare. However,
Schlechtweg et al. (2019) argue for the relevance
of LSC for synchronic studies and apply it to de-
tect sense divergence in domain-specific corpora
(see also (Ferrari et al., 2017)). In addition, Gruppi
et al. (2023) utilize semantic shift as an indicator
of agreement among synchronic sources in the con-
text of a method for news veracity classification.
Yehezkel Lubin et al. (2019) use the concept of top
changing words between synchronic corpora in the
context of the alignment of vector spaces with noisy
supervised lexicons, and Yin et al. (2018) investi-
gate domain-specific linguistic shifts using word
embeddings, also in the context of the development
of a new vector space alignment method.

In the context of discourse studies specifically, a
notable contribution is Dénigot and Burnett (2021),
who use word embeddings to compare the dis-
courses of the supporters and detractors of the
legalisation of same-sex marriage at the French
Assemblée Nationale in 2013. They conclude by
arguing that embeddings have potential for the com-
parative analysis of synchronic corpora. The con-
cept of SDK is part of the same impulse to expand
the exploitation of word embeddings for discourse
studies to synchronic investigation.

3 Defining Semantic Difference Keywords

SDKs are terms whose meaning differs substan-
tially between two corpora. Otherwise stated, they
are the words for which the semantic difference be-
tween their manifestation in one corpus and another
is largest. In analogy with frequency or dispersion-
based keywords, SDKs capture the distinctiveness
of a target corpus, not because they are used signifi-
cantly more often or more consistently, but because
they are used significantly differently. Like fre-
quency and dispersion-based keywords, they high-
light the locations where the language of the two
corpora differs at the lexical level. However, words
which have similar relative frequencies and dis-
persions in two corpora, by definition, will not be
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selected as key, even if they are used in largely
different ways, and therefore hold clues to funda-
mental differences in language use between the two
corpora (Dénigot and Burnett, 2021).

In corpus linguistics, collocations are used to
contrast how a word has different meanings or con-
notations in different contexts, but the words whose
collocations are investigated are selected either be-
cause of underlying research questions, or accord-
ing to frequency or statistical keyness criteria. In
addition, they do not allow to measure how sta-
ble the meaning of the word under investigation is
between the two corpora.

The concept of SDK is therefore useful to au-
tomatically extract words or phrases whose mean-
ing is most unstable across two or more corpora.
Not only can they contribute to identifying terms
around which sociopolitical debates take place, but,
like quantitative keywords, they could be leveraged
for literary analysis, stylistic studies, authorship
attribution, etc.

4 Case Study

As a case study, the discourse of Latin American
leftist armed movements from the Cuban Revolu-
tion onward is investigated. The language of Latin
American guerrilla discourse is relatively repetitive
and heavily relies on fixed expressions and clichés.
However, it has been argued that the EZLN (Zap-
atista Army of National Liberation), active from
1994 until today, offered a renovation of revolution-
ary leftist language in Latin America (Marcos and
Le Bot, 1997; Gribomont, 2019). Identifying SDKs
by comparing the EZLN corpus and a comparison
corpus of texts written by other Latin American
guerrilla movements from 1953 onward contributes
to assess the ways in which this renovation takes
place.

4.1 Data

The corpus was assembled by scraping the
CeDeMa archive (Centro de Documentacion de los
movimientos armados),! documents issued by the
26th of July Movement (the leading organisation
of the Cuban Revolution),” and the archive of the
Zapatista Army of National Liberation (EZLN).3
The corpus totals more than 26 million Spanish
words, of which more than 4 millions belong to the

"https://cedema.org/digital_items
Zhttp://www.fidelcastro.cu/es/biblioteca/documentos/
3https://enlacezapatista.ezln.org.mx/

EZLN corpus. As part of pre-processing, the cor-
pus was lower-cased, lemmatised and segmented
into sentences.

4.2 Method

In theory, all methods developed to identify seman-
tic change can be adapted to extract such sites of
"semantic struggle". For a general survey of com-
putational approaches to lexical semantic change,
see Tahmasebi et al. (2021). See Kutuzov et al.
(2018) for a survey focused on word embeddings.

The approach selected for this experiment relies
on static word embeddings. With this method, a
Word2Vec model (Mikolov et al., 2013) is trained
with the whole data, but we append a context spe-
cific string to target words, i.e., words which are
pre-selected as potential SDKs. This method is
equivalent to the Temporal Referencing method
described in Dubossarsky et al. (2019), where time-
specific tokens are added to target words to model
LSC. As demonstrated in the paper, this method
has advantages in comparison to other embedding-
based methods which learn a different semantic
vector space for each time period before aligning
them so as to minimise the distances between the
time-specific embeddings of the same word (Hamil-
ton et al., 2016). In addition, it shows that Tem-
poral Referencing leads to models which are less
noisy in comparison to alignment-based embed-
dings methods (Levy et al., 2015). Finally, it is
more likely to perform well with smaller corpora
since the words which are not selected for refer-
encing are learned once, thereby minimizing the
robustness issues caused by low frequency word
embeddings (Dubossarsky et al., 2019). However,
it does not account for the potential semantic dif-
ference between different contextual uses of the
context words, which likely introduces biases into
the semantic space.

To select the potential SDKSs, the corpus was
compared to the general Web Spanish corpus esTen-
Ten18 available in Sketch Engine which contains
16.9 billion words of both European and Ameri-
can Spanish (Kilgarriff and Renau, 2013; Kilgarriff
et al., 2014).* The words which obtained a sim-
ple maths keyness score higher than 1 (Kilgarriff,
2009) and whose frequency was greater than 400
in the EZLN corpus and 1000 in the rest of corpus
were selected, resulting in 151 words.

Instead of the time period, the context is ref-

*http://www.sketchengine.eu
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erenced. In this case, the string _EZLN was ap-
pended to the pre-selected words so that different
embeddings are learned for their manifestation in
the EZLN corpus and the comparison corpus. The
cosine similarity between vector pairs is calculated
for all potential SDKs. They are then ranked from
smallest to highest similarity.’

4.3 Results

Table 1 shows the top ten SDKSs, i.e., the ten words
for which the cosine similarity between the embed-
ding pairs is the smallest. A full analysis is beyond
the scope of this paper. However, the first word,
"revolution" is particularly interesting. Its ten near-
est neighbours include "independence", "1910",
"1810" and "PRI". PRI is the acronym of the Mexi-
can Institutional Revolutionary Party, a right-wing
party which has been in power from 1929 to 2000.
This party co-opted the imagery of the 1910 Mexi-
can Revolution, which included a peasant rebellion
against unjust agrarian laws, thereby "institutional-
ising" the concept of revolution. In doing so, they
have rendered the word unusable for the EZLN. By
naming their party "revolutionary"”, the PRI essen-
tially altered the meaning of the word "revolution"
for a segment of the Mexican population. Within
the Mexican context, "revolution" is a site of se-
mantic struggle at the centre of societal conflicts.

The second word, "class", reveals the EZLN’s
departure from the dominant language and ideol-
ogy of Latin American guerrilla discourse. It is
most commonly used in the context of "class strug-
gle", "class conscience" and "working class" in
the reference corpus, but used mostly to refer to
the "political class" in the EZLN discourse. The
approach proposed by the EZLN is intersectional
and the redefinition of the word class is part of an
abandonment of stereotypical Marxist vocabulary,
symptomatic of a detachment from past guerrilla
movements.

The third word, "citizen", is used to address "cit-
izen rights", "citizen security” and "innocent citi-
zens" in the reference corpus. In the EZLN corpus,
it refers to "citizen initiatives", "citizen organiza-
tions" and "citizen movements". This semantic
shift reflects the discrepancy in the perceived role
of citizens in the social struggles and, more specifi-

SThe content of the scraped websites/archives is pub-
licly available, but cannot be reproduced elsewhere. How-
ever, the code, frequency files and link to the re-
sulting Word2Vec embeddings are available on GitHub:
https://github.com/isag91/Semantic-Difference-Keywords.

Word Translation cosine sim.
revolucion revolution 0.2183
clase class 0.2239
ciudadano citizen 0.2299
plan plan 0.2304
comandante  commandant 0.2351
frente front 0.2462
terreno piece of land/field  0.2540
direccion direction/address/ 0.2600
management
pensamiento thought 0.2641
principio principle/beginning  0.2657

Table 1: Top ten SDKs for the EZLN corpus and the
comparison corpus.

cally, the key role of civil society in the Zapatista
movement. In effect, the word "citizen" means
something different in the two discourses, but se-
mantics reflects a diverging ideology and mode of
action.

It is also interesting to note that several words
from this list are polysemic. It is the case of prin-
cipio, for instance, which is used most often in the
sense of "values" or "norms" in the reference cor-
pus and in the sense of "beginning" in the EZLN
corpus. This difference is again symptomatic of the
Zapatistas’ rhetoric, which is based on revolution-
ary practices more than revolutionary principles,
but it also reflects the more narrative and oral writ-
ing styles adopted by Zapatista representatives.

The words whose meaning is the least differ-
ent in the two corpora (negative SDKs) reveal the
area where there is a strong continuity between the
EZLN language and other movements. "Hand",
"blood", "land", "money" and "wealth" are the top
five negative keywords. For each of these, the near-
est neighbour for the EZLN vector is the corre-
sponding vector in the comparison corpus. Con-
versely, the EZLN vector is in the top five nearest
neighbours of the comparison corpus vectors.

5 Discussion and future work

The method is successful in pointing to words
which are used differently in different corpora.
However, for the sake of illustrating the concept of
SDKGs, this pilot study relied on a single model and
did not address potential robustness issues linked
to the variability of word embeddings. For a fully-
fledged analysis of the corpus, additional steps will
be undertaken to increase reliability. First, im-
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plementing recommendations proposed by schol-
ars who investigated the instability of Word2Vec
models (Zhou et al., 2020; Pierrejean and Tanguy,
2018), especially those learned from comparatively
small amount of data, will contribute to mitigate
this issue. Antoniak and Mimno (2018) demon-
strated that word embeddings are sensitive to small
variations in the source documents, including their
position in the corpora, suggesting that they are
not trustworthy to study word associations. They
recommend to average distance calculations over
multiple bootstrap samples instead of relying on a
single model. In addition, finetuning an existing
model trained on a larger corpus instead of training
a new model from scratch has proven to be a useful
measure (Howard and Ruder, 2018).

Second, the influence of the algorithm, hyperpa-
rameters, word frequencies and length difference
between sub-corpora on the results should be inves-
tigated. To truly assess performance and validate
results, the creation of ground-truth datasets for
such tasks would be valuable, whether via the anno-
tation or existing data or the creation of simulated
data (Hengchen et al., 2021). See Rodman (2020)
for details on the creation of a gold standard for the
evolution of meanings of political concepts.

As mentioned above, this pilot study aimed at
illustrating the concept of SDKs. However, by
limiting the contextual referencing to the EZLN
corpus, the power of the methodology is limited.
In future works, potential SDKs will be referenced
for all movements (frequency permitting) and di-
vided into three periods informed by historical re-
search of Latin American leftist guerrilla move-
ments (Wickham-Crowley, 2014). Some move-
ments have been active for several decades and
significantly evolved over time. This more granular
referencing will be used to identify ideological clus-
ters as well as patterns of continuity and rupture
in the discourse of insurgency in Latin America
(Chasteen, 1993). From a methodological view-
point, by calculating all pairwise semantic similari-
ties for potential SDKs, we will be able to extract
keywords which are most susceptible to semantic
variability across the board, rather than focusing on
one movement. In addition, when focusing on one
movement, it will be interesting to look at words
whose pairwise distances is abnormally large in
comparison to the pairwise distances involving the
other movements.

Beyond this specific adaptation of LSC

metholologies, relying on contextualised instead
of static embeddings to investigate semantic dif-
ference (see Wiedemann and Fedtke (2022); Mon-
tanelli and Periti (2023)) would be productive for
this area of research, since it would allow for the
assessment of the stability of word meaning within
one (sub-)corpus as well as across different corpora.
For instance, examining the variance within differ-
ent sub-corpora would be useful to track patterns of
influence and cross-fertilisation between different
social groups.

6 Conclusions

This paper introduced the concept of SDKs, i.e.,
keywords or key terms which are used most distinc-
tively between two or more corpora. This concept
is useful for the field of discourse studies, where re-
searchers are interested in the ways in which terms
are leveraged for differing rhetorical purposes by
different groups. The extraction of SDKs bypasses
the need for a predetermined shortlist of keywords.
Nevertheless, the reason behind semantic differ-
ence cannot be assumed and close reading is neces-
sary to interpret results.

In addition, researchers in the humanities and
social sciences have to be wary of the potential
instability or word embeddings (Sommerauer and
Fokkens, 2019). Implementing recommended miti-
gating measures and reporting on variability met-
rics is key (Antoniak and Mimno, 2018). Ulti-
mately, for this avenue of research to grow, the
creation of more ground-truth datasets would be
helpful.

Finally, like Dénigot and Burnett (2021), this pa-
per wishes to argue that methods developed for the
identification of LSC can productively be used for
synchronic semantic difference in discourse studies
as they have unique capabilities to extract language
patterns which would be difficult to decipher with
other quantitative or qualitative discourse studies
methods.
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