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Abstract

The task of summarisation is notoriously diffi-
cult to evaluate, with agreement even between
expert raters unlikely to be perfect. One tech-
nique for summary evaluation relies on collect-
ing comparison data by presenting annotators
with generated summaries and tasking them
with selecting the best one. This paradigm
is currently being exploited in reinforcement
learning using human feedback, whereby a re-
ward function is trained using pairwise choice
data. Comparisons are an easier way to elicit
human feedback for summarisation, however,
such decisions can be bottle necked by the us-
ability of the annotator interface. In this paper,
we present the results of a pilot study explor-
ing how the user interface impacts annotator
agreement when judging summary quality.

1 Introduction

As language models become more powerful, train-
ing and evaluation are increasingly limited by the
data and metrics used for a particular task (Stiennon
et al., 2020). Human evaluation has traditionally
been used in the field of summarisation as a gold
standard when assessing the quality of model out-
puts and for corroborating automated evaluation
techniques. However, ensuring high quality evalua-
tion with human annotators is difficult due to the
subjective and task-dependent paradigm of sum-
marisation. As model refinement will increasingly
rely on human feedback it is important to consider
how to best elicit high quality signal from human
annotators.

One technique to judge the quality of summaries
is the use of human preferences via comparison or
ranking. Such rankings can also be used to improve
summary quality by training models in a reinforce-
ment learning paradigm. For instance, Stiennon
et al. (2020) show that human preference data can
be used to improve the capability of large language
models (LLMs) for summarisation via a technique

referred to as Reinforcement Learning from Human
Feedback (RLHF). However, human feedback does
not always provide a gold standard for summari-
sation when the task is not clearly defined. It has
been established that linguistically trained, expert
raters, provide the gold standard in summarisation
evaluation and the reliability of non-experts has
been repeatedly questioned (Lloret et al., 2018).
For instance, it has been found that crowd workers
should not be used to evaluate summary quality be-
cause of a non-correlation with experts (Gillick and
Liu, 2010; Fabbri et al., 2021). Furthermore, even
for expert annotations mediation meetings are nec-
essary to assure reliability (Iskender et al., 2021).
In short, evaluating the quality of a summary is not
an easy or straightforward task.

The use of RLHF to train LLMs is becoming
increasingly common. However, training a model
from human feedback relies on the collection of
data via user interfaces for the chosen task. In-
creasingly then, natural language processing appli-
cations are heavily influenced by the human com-
puter interaction that takes place when collecting
preference data. Recent work in RLHF for sum-
marisation overlooks how critical the user interface
is in this process, with little to no discussion of the
design decisions made.

In this paper, we present the findings from a
pilot study introducing a novel user interface for
summary comparisons. We document how the in-
troduction of the new interface impacts annotator
engagement as well as investigate the following
research questions:

e RQ1: Does the annotator agreement for the
task of summary comparison change based on
the user-interface and task conceptualisation?

e RQ2: Does allowing the highlighting of to-
kens improve the agreement of summary com-
parisons?
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2 Background

It is widely understood that machine learning sys-
tems are limited by the quality of the labelled train-
ing data (Gooding et al., 2019). One approach to
improving the performance of such systems is to
treat the human labeller(s) as a source of noise
(Frénay and Verleysen, 2014) who can be modelled
statistically (Yan et al., 2010) in order to more ac-
curately identify an underlying ground truth. Noise
estimation can be improved if multiple labels are
obtained for each item in the training set in or-
der to model inconsistency (Ipeirotis et al., 2014),
or if a distribution of label values can be used as
a basis for rejecting outliers (Brodley and Friedl,
1999). More recent approaches have relied on prob-
abilistic methods for training deep classifiers under
input-dependent label noise (Collier et al., 2021).

However, these approaches focus on dealing
with noise post-annotation, whereas it is known that
the quality and clarity of the user interface itself, as
well as the task formulation has large implications
for the annotator agreement. For instance, several
of the human factors can be addressed through the
use of pairwise comparison, where labellers make
relative judgments to compare training items, rather
that attempting to characterize each item indepen-
dently against an abstract conceptual category, for
which they are expected to have a stable definition
and associated membership criteria. In the context
of labelling, comparative judgments are used to
compare how well the training items correspond
to the required concept. Carterette et al. (2008)
demonstrate that this method can facilitate judg-
ments for information retrieval applications. Com-
parative judgments have also been used in gamified
labelling (Bennett et al., 2009), where cooperat-
ing players reduce the set of alternative items until
agreement is reached.

Recent work has looked into the application of
comparative judgments to labelling as opposed to
assignment of categorical values or scores on a
scale (Simpson et al., 2019; Yang and Chen, 2011;
Kingsley and Brown, 2010). Simpson et al. (2019)
note that comparative judgments are suitable for ab-
stract linguistic properties, whose nature can cause
inconsistencies in the assigned numerical scores.

2.1 Agreement in summarisation

Text summarisation is the process of generating
short, fluent, and factually accurate summaries of
longer documents. As with most natural language

generation tasks, evaluation of generated summari-
sation is difficult, with automated metrics often
falling short. Human evaluation on summarisation
has been broadly classified into two types: intrin-
sic and extrinsic (Jones and Galliers, 1995; Belz
and Reiter, 2006; Steinberger and Jezek, 2009). In
intrinsic evaluation, the summarisation quality is
measured based on the resulting summary itself
without considering the source. Generally, it has
been carried out as a pair comparison task (gener-
ated output to expert summaries) or using absolute
scales without showing a reference summary. Ex-
trinsic evaluation, also known as task-based evalua-
tion, aims to measure the summary’s impact using
a task based on the source document (Mani, 2001).
(Reiter and Belz, 2009) have argued that the extrin-
sic evaluation is more useful than intrinsic because
the summarization systems are developed to sat-
isfy the information need from the source text in a
condensed way, but van der Lee et al. (2021) have
reported that only 3% of summarisation papers em-
ploy extrinsic evaluation. Extrinsic evaluation is
important because it is rooted in the fundamental
application of summarisation models. Across pa-
pers, guidelines provided to annotators on what
constitutes a good summary have a high degree
of variation. For instance, Howcroft et al. (2020)
found over 200 variations in terminology when
analysing annotator guidelines.

2.2 Summary Comparisons for RLHF

Stiennon et al. (2020) show that human prefer-
ence data can be used to improve summary qual-
ity by training the model to optimise for human
preferences instead of using coarse proxies like
ROUGE. This is achieved via RLHF whereby a
large dataset of human preferences between gener-
ated summaries is collected, and a reward model
trained using this data. The annotations collected
are from researchers (experts) and human annota-
tions with the agreement rate between researchers
ranging from about 65% on the most difficult com-
parisons, to approximately 80% on the easiest com-
parisons (comparing a high-temperature sample
from a supervised baseline to the human reference
summary). For cases where annotators discussed
the comparisons with each other the agreement
reached 95%. The paper states that: substantial
noise comes from comparisons being quite difficult
and subjective. In the entire corpus, labellers agree
with each other 72% of the time. Using the modal
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Figure 1: Stiennon et al. (2020) user interface to collect preference data from annotators (left) and interface to

collect interpretations of summaries on (right)
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Figure 2: Bai et al. (2022) conversational interface for
annotators to select helpful LLM responses

output from 3 labellers can increase this agreement
rate from 72% to 77%. However, this is not used
as the work prioritises label throughput with sum-
maries receiving on average 1 annotation. Figure
1 shows the interface used by annotators to collect
the preference data. The main focus of this work
was to prove the efficacy of RLHF for summarisa-
tion, as such there is little discussion on how the
user interface was designed or how this may be
impacting the engagement or agreement of raters
for this task.

Finally, Bai et al. (2022) apply preference mod-
elling and reinforcement learning from human feed-
back (RLHF) to fine tune language models to act as
‘helpful and harmless assistants’. They explicitly
outline summarisation as an example of a help-
ful task. They state that they found poor average
agreement between researchers from Anthropic!
and crowd sourced data and found that author-rater

"https://www.anthropic.com/

agreement wasn’t a good guide for assessing over-
all conversation quality. Similarly to the work by
Stiennon et al. (2020), the discussion of the inter-
face, shown in Figure 2, is limited.

Both works are valuable in setting the ground-
work for RLHF as a technique for LLM task align-
ment. However, the annotator agreement is a factor
which is highlighted as unstable for differing tasks
and settings in both papers. We argue that the de-
sign and usability of the interfaces used should be
considered as a much more critical component in
the paradigm of RLHF research.

3 Experimental Design

Our study compares the use of a baseline interface
for summary comparisons with an novel interface
designed in conversation with annotators. We in-
vestigate how the use of the new interface impacts
both annotator engagement and agreement using
specially trained annotators for the task of summary
comparison.

3.1 Methodology

The study relies on two experimental settings: in
the baseline setup, annotators are tasked with se-
lecting the best summary from a set of 5 generated
summaries using a standard interface. The sum-
mary selections include generations from a range
of LLMs as well as human-written gold standard
summaries. Further details on summary generation
are provided in § 3.3. Prior to the study, annota-
tors have worked with the initial interface for 6
months. In the second setting, annotators are asked
to select the top n summaries in a ranked order,
where n can be chosen by the annotator. Annota-
tors interact with a novel user interface which has
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been designed in conversation with annotators to
improve readability and aid in annotation judge-
ments. We collect annotations for 500 documents
(in each UI setting). Every document and set of
summaries are annotated 3 times in total.

3.2 Annotators

As emphasised, the task of judging summary qual-
ity is non-trivial and the best results are attained
using judgements from trained annotators. In our
experiments, we use a team of 6 in-house annota-
tors who have been trained on the task of judging
summary quality. Annotators are paid at a daily
rate, irrespective of their throughput, to incentivise
high quality judgements. Annotator demographic
information is included in Table 1. All annotators
have worked on the task of summary evaluation for
a minimum of 6 months prior to the study.

3.3 Data

The datasets provided to the annotators consisted
of two batches containing 500 samples each. Each
batch contains articles which have been scraped
from the web. Summaries for these datasets were
produced by fine-tuning the following language
models: LaMDA (150B), Pegasus (500M) and
FlanT5 XXL. All models used in this study were
Transformer Encoder models with six layers and
LSTM Decoders with two layers, containing ap-
proximately 27 million parameters, resulting in a
file size of around 35MB. These small models are
designed to run on-device and the data used to fine-
tune the models for the task of summarisation were
between 1-10K gold standard summaries.

3.4 Interface design

Annotators had been working with the baseline
interface (interface 1) for 6 months prior to the
study. To understand which features may improve
the annotation experience we conduct a qualitative
interview to identify pain points. Feedback from
annotators was then used to design a novel interface
which addressed the following two issues; (1) the
readability of text and (2) the ability to highlight
tokens in either the original or in the generated
summaries to identify overlap more quickly.
Figure 3 shows screenshots of the baseline and
updated interface. As demonstrated in the screen-
shot, the highlight interface allows for the selection
of words within the original text and corresponding
summaries. If a token is selected, all instances of

the token will be highlighted to emphasise the over-
lap of summaries with the original. Annotators can
select and de-select as many tokens as they want,
an analysis of this behaviour is presented in Section
4.1.1.

4 Results

The following results section presents the findings
related to annotator behavior and agreement in the
decision-making tasks. The initial analysis focuses
on measuring the time taken by annotators to make
decisions in two task settings. Additionally, we
examine annotators’ engagement with the high-
lighting tool in the second interface, assessing the
overlap between annotators and the tool’s usage
patterns. Lastly, we evaluate the level of agreement
among annotators when selecting the best summary
in both scenarios. These results provide insights
into annotator decision-making processes, tool en-
gagement, and the consensus achieved, contribut-
ing to a better understanding of the task dynamics
and effectiveness in each setting.

4.1 Annotator engagement

The time taken for annotators to perform both tasks
is recorded for each set of summaries presented.
Figure 4 shows a plot of the time distributions nor-
malised by the length of the texts and summaries
for each interface. Interface 1 represents the origi-
nal interface used by annotators and 2 is the high-
light interface. Both time distributions are binned
into 200 buckets and the density of occurrences for
each bucket is plotted.

The task presented to annotators in the highlight
interface is more cognitively demanding as anno-
tators can select n best summaries instead of the
best one. This is reflected in the proportion of time
taken to perform the task as the histogram shows
that the task takes longer to perform by annotators.
There is a larger spread of time taken for annotators
using the highlight interface which may be due to
a lack of familiarity with the new set-up. However,
from analysing the highlight behaviour of annota-
tors we can see that the extent to which users are
interacting with the highlighting tool differs greatly
and this will contribute to a larger spread of times.

4.1.1 Token selection

Figure 5 presents histograms showing the varying
degrees of engagement exhibited by annotators in
response to the annotation task, as determined by
the number of selected tokens. The histograms
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Hours reading

Proficiency Education Age range English per week
Native 1/6 | Graduate 5/6 | 18-24 3/6 | 0-5 1/6
Near native ~ 0/6 | Undergraduate 1/6 | 25-34 3/6 |5-10 2/6
Advanced 5/6 | High School 0/6 | 35-44 0/6 | 10-15 1/6

Intermediate 0/6 | Vocational Training 0/6 | 45-54 0/6 | 15-20 0/6
Beginner 0/6 | No formal education 0/6 | 55+ 0/6 | 20 + 2/6

Table 1: Background statistics for annotators in study
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(a) Interface 1: baseline (b) Interface 2: highlight interface

Figure 3: Screenshots of the annotation interfaces — the baseline interface is presented on the left and the highlight
interface on the right.

le—3 Normalised Time Distribution
16 Interface 1 Al A2
Interface 2 1500
14
12 1000
= 10 500
5 o0s o LLL L.
06 ° 8 8 © 8 =
0.4 A3 Ad
> 1500
02 &
g 1000
0.0 T T T T T T T (]
o 250 500 750 1000 1250 1500 1950 2000 = 500
Mormalised time (milliseconds/total text length) i
g o : : | : :
Figure 4: Histogram showing the time distribution for I = =i g = =] R
annotators to complete labelling using both interfaces. A5 A6
1500
1000
500
depict the average number of highlighted words per
R ‘ i pllaslosntinaplis.n . | P " apm .
annotator and reveal discrepancies in uptake among S = 9 o S 5
individuals. This data provides an insight into the
highlighting practices of annotators. We see that Number of Words Selected on Average (Binned)

the adoption varies, with one annotator (A3) not

selecting any tokens during annotation compared ~ Figure 5: Histograms displaying the number of high-
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A5 A6

Figure 6: Venn diagram illustrating agreement between
two most active annotators when selecting tokens for
shared documents.

Token selection agreement Due to the variation
in highlighting engagement we identify the two an-
notators who were most active in their use of the
highlighting tool, as demonstrated in the bottom
two histograms of Figure 5. To examine their de-
gree of highlighting agreement in the annotation
process, we focused on the subset of documents
that were highlighted by both annotators, and in-
vestigated the crude overlap in terms of the tokens
that were selected. The resulting venn diagram,
shown in Figure 6, provides a visual representation
of the extent of overlap between the two annotators’
selected tokens for the 71 documents annotated by
both.

Annotator A5 highlights a larger number of
words in total than annotator A6. The overlap be-
tween their highlighted words was 22% of annota-
tor A5’s total and 56% of annotator A6’s total. Of
the words selected by both annotators for the shared
documents 63% were nouns. It is worth noting that
a more comprehensive analysis of token agreement
will require a longer-term study, as annotator adop-
tion of the highlighting tool is expected to increase
over time.

4.2 Token selection

Using the total 1836 tokens selected across annota-
tors, we find that there is a statistically significant
correlation (p < 0.01) in the number of times a
token is selected and the number of occurrences
of that token in the original article. The total pro-
portion of nouns selected is 64% which implies
that the search of noun specific content words is
most useful when considering whether generated
summaries are high quality.

4.2.1 Annotator agreement

Table 2 shows the results of the pairwise Kappa
agreement for annotators in both interface settings.
The first interface yields a higher overall agreement
compared to the second and the values range from
0.36 to 0.74 with an average of 0.59, while the
values for the second setting range from 0.32 to
0.65 with an average of 0.46. These results show
that there was higher inter-annotator agreement for
interface 1 than for interface 2. In general, whilst
there were some pairs of annotators who agreed
more strongly than others for both interfaces, the
results indicate that there is some variability in
the inter-annotator agreement. Further efforts are
needed to increase the consistency of annotations
for the task, especially for Interface 2.

We posit that the lower annotator agreement in
the second setting is for two reasons. Firstly, anno-
tators are much less familiar with the new interface
as this is the first experience they have with la-
belling via the new tool. Additionally, the new
task requires a higher cognitive load as it involves
selecting the best set of n summaries, as opposed
to a single best summary. We found a substantial
drop in the average agreement for annotators in the
second setting, which raises questions about the
stability of annotation and the complexity of the
task. While this not the expected result, it provides
an opportunity to investigate the task further. We
plan to conduct a longitudinal study to examine
whether annotator agreement improves with expe-
rience. Our preliminary results from this study are
encouraging, showing that agreement increases as
annotators become more familiar with the tool (an
average kappa of 0.52 for the last 100 annotations
in interface 2).

The highlight interface has an advantage in that it
is designed to capture a more comprehensive range
of behavioural information during the annotation
process. One such behaviour is the frequency with
which annotators change their top choice of sum-
mary. This is particularly useful when judging the
difficulty of the decision, as it indicates the level of
uncertainty for annotators. We investigate whether
the level of agreement among annotators differs
significantly based on the number of times they re-
select their top choice in the highlight annotation
interface. To do this we calculate significance using
Satterthwaite’s method (Kuznetsova et al., 2017),
applied to a mixed-effects model that treats partic-
ipants and the specific annotation task as crossed
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Annotator Al A2 A3 A4 A5 A6 Avg
Al 1.00 0.73 036 0.71 0.74 0.58 0.62
- A2 0.73 1.00 0.34 0.61 061 0.64 0.59
8 A3 0.36 0.34 1.00 0.59 0.43 0.49 0.44
5 A4 0.71 0.61 0.59 1.00 0.63 0.60 0.63
£ AS 0.74 0.61 0.43 0.63 1.00 0.49 0.58
A6 0.58 0.64 0.49 0.60 049 1.00 0.56
Al 1.00 0.45 052 0.39 0.44 032 0.42
a A2 0.45 1.00 045 0.42 065 0.38 0.47
S A3 0.52 0.45 1.00 0.42 048 0.45 0.46
5 A4 0.39 042 042 1.00 036 0.40 0.40
£ A5 0.44 0.65 0.48 0.36 1.00 0.45 0.8
A6 0.32 0.38 0.45 0.40 045 1.00 0.40

Table 2: Kappa agreement between annotators for interface 1 (baseline) and interface 2 (highlight): results show a
higher degree of agreement for annotators when using interface 1

random effects.”> We find that there is a statistically
significant relationship between the agreement of
annotators and the frequency of changes made dur-
ing the annotation process. This finding suggests
that there are inherent indicators of annotator un-
certainty in their behaviour prior to making a final
decision.

5 Discussion

After receiving written feedback from annotators
following the adoption of the new user interface, it
was noted that all annotators stated the highlight-
ing feature was useful. However, when analysing
annotator behaviours not all annotators are using
the tool. This presents an interesting issue of mis-
aligned incentives, where annotators may feel the
need to praise the new interface to maintain their
employment status, even if they don’t actually find
it useful. While it’s beneficial to have a consistent
pool of annotators for engagement purposes, it’s
challenging to eliminate the power dynamic that
arises from employing them directly. Therefore,
performing an interaction-based analysis is valu-
able as it shows the true nature of tool adoption
by annotators. It is possible that the lack of adop-
tion among some annotators is due to unfamiliarity
rather than a lack of utility, which may change over
time.

In the second setting, we observed a reduction in

2Using R formula notation, the model is: agreement ~
uncertainty + (1|participant) + (1|task). Tests were per-
formed using the Ime4 and ImerTest R packages by Bates et al.
(2014).

annotator agreement compared to the first setting,
which we attribute to both the change in interface
and the new annotation task. Rather than select-
ing a single best summary, annotators were now
allowed to choose multiple summaries, which in-
creased the cognitive load. To determine if the
decrease in agreement was due to the interface de-
sign or the increased cognitive load, we plan to
conduct further experiments while controlling for
the task. We also observed that annotator agree-
ment tends to increase with greater exposure to the
new interface, which suggests that familiarity with
the tool is an important factor to consider.

The new interface has a significant advantage in
that it enables us to use annotation behaviour to
gain a better understanding of the task of summary
comparison. For instance, we have observed that
annotators who use the highlight option tend to
prefer nouns as their preferred token type to search
for. Furthermore, we have found that the stability
of annotator choices during annotation (i.e. the
frequency of deselecting an option) is a reliable
indicator of annotator uncertainty and is strongly
correlated with the level of agreement among anno-
tators. These behaviours are statistically significant
and can be used to predict the likelihood of achiev-
ing high agreement.

6 Limitations and Future Work

The authors would like to emphasise that this paper
presents an initial pilot study aimed at document-
ing the process of updating an internal annotation
tool. Our main contribution lies in emphasizing the
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influence of task conceptualization and interface
design on annotator agreement. Additionally, we
draw attention to the significant impact of the inter-
face used for annotating summaries in the current
human feedback reinforcement learning paradigm,
which is often overlooked.

While there is a distinction between binary se-
lection of the best summary and n-ary ranking, it is
still the case that both scenarios involve selecting a
preferred top candidate. Therefore, the substantial
difference in agreement rates raises questions about
the stability of the task and how the experimental
setting can affect annotators’ perception of sum-
mary quality, even among experienced and trained
individuals. It is important to acknowledge that
due to the variations in experiment settings and in-
terfaces between the two task formats, it is difficult
to draw definitive conclusions about the primary
factor impacting annotator agreement. However,
as an initial exploratory pilot study, our focus was
primarily on assessing the tool’s robustness and
comparing the relative times taken in the differ-
ent scenarios as well as measuring the annotator’s
usage of the new tool.

In future work, we will investigate how anno-
tator behaviors can provide insights into the task
difficulty and likelihood of agreement. This will
involve analysing the interactions with the new in-
terface, such as the time taken to complete the task,
the frequency of selecting tokens, and the num-
ber of summary selections. By gaining a better
understanding of the cognitive processes involved
in annotation and how they affect annotator agree-
ment, we can improve the development of anno-
tation tools and methodologies for more accurate
reward models.

7 Conclusion

The results of this pilot study emphasise how subtle
variations in an annotation task can impact annota-
tor agreement. Even highly experienced annotators
can experience fluctuations in agreement as a result
of interface changes. To aid in the annotation of
summary comparison, we developed a new inter-
face that allows tokens to be selected and displayed
across resulting summaries and observed patterns
in the types of tokens highlighted by annotators.
Moving forward, we plan to conduct additional
studies to explore the use of implicit interaction
signals in predicting annotator agreement.

References

Yuntao Bai, Andy Jones, Kamal Ndousse, Amanda
Askell, Anna Chen, Nova DasSarma, Dawn Drain,
Stanislav Fort, Deep Ganguli, Tom Henighan,
Nicholas Joseph, Saurav Kadavath, Jackson
Kernion, Tom Conerly, Sheer EI-Showk, Nelson
Elhage, Zac Hatfield-Dodds, Danny Hernandez,
Tristan Hume, Scott Johnston, Shauna Kravec,
Liane Lovitt, Neel Nanda, Catherine Olsson, Dario
Amodei, Tom Brown, Jack Clark, Sam McCandlish,
Chris Olah, Ben Mann, and Jared Kaplan. 2022.
Training a helpful and harmless assistant with
reinforcement learning from human feedback.

Douglas Bates, Martin Machler, Ben Bolker, and Steve
Walker. 2014. Fitting linear mixed-effects models
using lmed. arXiv preprint arXiv:1406.5823.

Anja Belz and Ehud Reiter. 2006. Comparing auto-
matic and human evaluation of nlg systems. In 7/th
conference of the european chapter of the associa-
tion for computational linguistics, pages 313-320.

Paul N. Bennett, David Maxwell Chickering, and An-
ton Mityagin. 2009. Learning consensus opinion:
mining data from a labeling game. In Proceedings
of the 18th international conference on World wide

web, pages 121-130. ACM.

Carla E. Brodley and Mark A. Friedl. 1999. Identify-
ing mislabeled training data. Journal of Artificial
Intelligence Research, pages 131-167.

Ben Carterette, Paul N. Bennett, David Maxwell Chick-
ering, and Susan T. Dumais. 2008. Here or there
preference judgments for relevance. Lecture Notes
in Computer Science (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in
Bioinformatics), 4956 LNCS:16-27.

Mark Collier, Basil Mustafa, Efi Kokiopoulou,
Rodolphe Jenatton, and Jesse Berent. 2021. Corre-
lated input-dependent label noise in large-scale im-
age classification. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recog-
nition, pages 1551-1560.

Alexander R Fabbri, Wojciech KryScinski, Bryan
McCann, Caiming Xiong, Richard Socher, and
Dragomir Radev. 2021. Summeval: Re-evaluating
summarization evaluation. Transactions of the Asso-
ciation for Computational Linguistics, 9:391-409.

Benoit Frénay and Michel Verleysen. 2014. Classifica-
tion in the presence of label noise: a survey. IEEE

Transactions on Neural Networks and Learning Sys-
tems, 25(5):845-869.

Dan Gillick and Yang Liu. 2010. Non-expert evalua-
tion of summarization systems is risky. In Proceed-
ings of the NAACL HLT 2010 Workshop on Creating
Speech and Language Data with Amazon’s Mechan-
ical Turk, pages 148—151.

186


https://doi.org/10.48550/ARXIV.2204.05862
https://doi.org/10.48550/ARXIV.2204.05862
https://doi.org/10.1007/978-3-540-78646-7_5
https://doi.org/10.1007/978-3-540-78646-7_5

Sian Gooding, Ekaterina Kochmar, Advait Sarkar, and
Alan Blackwell. 2019. Comparative judgments are
more consistent than binary classification for la-
belling word complexity. In Proceedings of the
13th Linguistic Annotation Workshop, pages 208—
214, Florence, Italy. Association for Computational
Linguistics.

David Howcroft, Anya Belz, Miruna Clinciu, Dimitra
Gkatzia, Sadid A Hasan, Saad Mahamood, Simon
Mille, Emiel Van Miltenburg, Sashank Santhanam,
and Verena Rieser. 2020. Twenty years of confusion
in human evaluation: NIg needs evaluation sheets
and standardised definition. Association for Compu-
tational Linguistics (ACL).

Panagiotis G. Ipeirotis, Foster Provost, Victor S. Sheng,
and Jing Wang. 2014. Repeated labeling using mul-
tiple noisy labelers. Data Mining and Knowledge
Discovery, 28(2):402-441.

Neslihan Iskender, Tim Polzehl, and Sebastian Moller.
2021. Reliability of human evaluation for text sum-
marization: Lessons learned and challenges ahead.
In Proceedings of the Workshop on Human Evalua-
tion of NLP Systems (HumEval), pages 86—96, On-
line. Association for Computational Linguistics.

Karen Sparck Jones and Julia R Galliers. 1995. Evalu-
ating natural language processing systems: An anal-
ysis and review.

David C. Kingsley and Thomas C. Brown. 2010. Pref-
erence Uncertainty, Preference Learning, and Paired
Comparison Experiments. Land Economic, 86:530-
544.

Alexandra Kuznetsova, Per B Brockhoff, Rune HB
Christensen, et al. 2017. lmertest package: tests in
linear mixed effects models. Journal of statistical
software, 82(13):1-26.

Elena Lloret, Laura Plaza, and Ahmet Aker. 2018.
The challenging task of summary evaluation: an
overview. Language Resources and Evaluation,
52:101-148.

Inderjeet Mani. 2001. Automatic summarization. Au-
tomatic Summarization, pages 1-298.

Ehud Reiter and Anja Belz. 2009. An investigation into
the validity of some metrics for automatically evalu-

ating natural language generation systems. Compu-
tational Linguistics, 35(4):529-558.

Edwin Simpson, Erik-Lan Do Dinh, Tristan Miller, and
Iryna Gurevych. 2019. Predicting Humorousness
and Metaphor Novelty with Gaussian Process Pref-
erence Learning. In Proceedings of the 57th Annual
Meeting of the Association for Computational Lin-
guistics (ACL 2019). Association for Computational
Linguistics.

Josef Steinberger and Karel Jezek. 2009. Evaluation
measures for text summarization. Computing and
Informatics, 28(2):251.

Nisan Stiennon, Long Ouyang, Jeff Wu, Daniel M.
Ziegler, Ryan Lowe, Chelsea Voss, Alec Radford,
Dario Amodei, and Paul F. Christiano. 2020. Learn-
ing to summarize from human feedback. CoRR,
abs/2009.01325.

Chris van der Lee, Albert Gatt, Emiel van Miltenburg,
and Emiel Krahmer. 2021. Human evaluation of au-
tomatically generated text: Current trends and best
practice guidelines. Computer Speech & Language,
67:101151.

Yan Yan, Rémer Rosales, Glenn Fung, Mark Schmidt,
Gerardo Hermosillo, Luca Bogoni, Linda Moy, and
Jennifer G. Dy. 2010. Modeling annotator expertise:
Learning when everybody knows a bit of something.
In International conference on artificial intelligence

and statistics, pages 932 — 939.

Yi-Hsuan Yang and Homer H. Chen. 2011. Ranking-
Based Emotion Recognition for Music Organization
and Retrieval. IEEE Transactions on Audio, Speech,
and Language Processing, 19:762-774.

187


https://doi.org/10.18653/v1/W19-4024
https://doi.org/10.18653/v1/W19-4024
https://doi.org/10.18653/v1/W19-4024
https://aclanthology.org/2021.humeval-1.10
https://aclanthology.org/2021.humeval-1.10
http://arxiv.org/abs/2009.01325
http://arxiv.org/abs/2009.01325

