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Abstract
The availability of annotated legal corpora is
crucial for a number of tasks, such as legal
search, legal information retrieval, and predic-
tive justice. Annotation is mostly assumed to be
a straightforward task: as long as the annotation
scheme is well defined and the guidelines are
clear, annotators are expected to agree on the
labels. This is not always the case, especially
in legal annotation, which can be extremely
difficult even for expert annotators. We pro-
pose a legal annotation procedure that takes
into account annotator certainty and improves
it through negotiation. We also collect annota-
tor feedback and show that our approach con-
tributes to a positive annotation environment.
Our work invites reflection on often neglected
ethical concerns regarding legal annotation.

1 Introduction

Despite the success of self-supervised deep learn-
ing approaches (Jaiswal et al., 2021), accurate hu-
man annotation remains essential for NLP research,
and it is no different for its applications to the legal
domain. The increasing availability of corpora of
legal documents has given a tremendous boost to
legal NLP (Zhong et al., 2020), but this comes with
serious ethical implications given the potential uses
of systems trained on the annotated data (see Tsara-
patsanis and Aletras (2021) for a brief overview).
Legal annotation is a complex task, where even ex-
pert annotators may fail to come to straightforward
conclusions (Wyner et al., 2013). This warrants
particular reflection on the definition of legal an-
notation guidelines and on making sure they are
appropriate and consistently agreed upon among
annotators (Santosuosso and Pinotti, 2020).

To address the aforementioned issues, we
present an annotation procedure that involves a
group of legal experts in the very process of creat-
ing and negotiating the annotation guidelines. We

also anonymously collect annotators’ feedback and
show that our procedure makes them more certain
of and satisfied with their work. We believe this to
be an important step towards a better treatment of
annotators in the field of legal NLP.

The Italian legal system is currently undergoing
significant changes in an effort to digitally trans-
form and overall improve legal processes at all
levels. At this stage, gathering high quality data
is crucial to make sure that any downstream appli-
cations do not perpetuate errors and biases. The
annotation procedure we describe is a preliminary
step in the framework of the Next Generation UPP
(NGUPP) project, funded by the Italian Ministry
of Justice, and aimed at improving the efficiency
of the judicial system in Italy. Specifically, we
intend to empower judges with advanced informa-
tion management tools to facilitate the drafting
of court judgements. Such a tool would be used
both retroactively, for legal search of case law, and
proactively, for the creation of new judgments.

The paper is organized as follows. In Section 2
we discuss the relevant literature. In Section 3 we
present the experimental design. Section 4 presents
the annotation procedure. Section 5 is dedicated to
the discussion of the results. Finally, in Section 6
we provide concluding remarks and ideas for future
developments.

2 Related work

Corpora of legal texts are increasingly available
and accessible. This is especially true of legislation
(Chalkidis et al., 2019; Váradi et al., 2020), but it
also applies to court judgments (Grover et al., 2004;
Poudyal et al., 2020; Feng et al., 2022; Kapoor
et al., 2022) and other types of legal texts (e.g. con-

The paper was jointly conceived by the authors. However,
Section 4.1 was written by Emanuela Furiosi and Section 4.2
was written by Stefano D’Ancona.
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tracts, Funaki et al., 2020). There have already
been several annotation efforts in the legal domain
(Wyner, 2010; Duan et al., 2019; Glaser et al.,
2021a; Kalamkar et al., 2022), with a particular
interest towards arguments (see Zhang et al., 2022
for an overview).

While some types of annotation are relatively
straightforward, obtaining consistent and accu-
rate annotations in law is extremely challenging
(Walker, 2016). Nonetheless, legal annotation
tasks often leverage law students as domain experts
(Wyner et al., 2013; Chalkidis et al., 2017; Soavi
et al., 2022; Correia et al., 2022; Kalamkar et al.,
2022). We invite caution in using this approach
due to a) ethical concerns on adequate annotator
compensation and b) difficulty in ascertaining their
domain expertise.

Legal annotation tasks may entail another poten-
tially problematic aspect. It is not uncommon to
involve a small group of annotators who initially
annotate the same text, which is subsequently re-
vised by a more expert annotator tasked with solv-
ing any discrepancies (Wyner et al., 2013; Poudyal
et al., 2020; Galli et al., 2022). Although this is a
widely accepted method used to obtain gold stan-
dard annotations in the legal domain, we will not
be using this technique; rather, we embrace the line
of research that sees variation in human annotation
as something that may naturally arise due to, e.g.,
ambiguity, uncertainty of the annotator, genuine
disagreement, or simply the fact that multiple op-
tions are correct (Plank, 2022). Specifically, we
follow Basile et al. (2021), who argue that “remov-
ing the disagreement might lead to better evaluation
scores, but it fundamentally hides the true nature
of the task we are trying to solve”.

To address the aforementioned issues, we pro-
pose an annotation procedure that promotes guide-
line negotiation. Previous work on legal annotation
has featured modifications of annotation guidelines
over time, either in a top-down manner or within
small groups (Teruel et al., 2018; Correia et al.,
2022; Galli et al., 2022). Lee et al. (2022) experi-
ment with collaborative guideline creation among
pairs of annotators, albeit not in the legal domain.
They show that negotiation leads to improved an-
notator agreement within the pair, but the perfor-
mance decreases dramatically among annotators of
different pairs. Our group of annotators was not
split into pairs for the negotiation; we are not aware
of previous work that frames legal annotation as a

peer-to-peer negotiation process among an entire
group of legal professionals.

In an effort to contribute to a positive annotation
environment, we collect feedback from the annota-
tors. Following Nedoluzhko and Mírovský (2013)
and Andresen et al. (2020), we collect measures of
annotator certainty, checking whether they improve
after the negotiation process. We also collect data
on the overall satisfaction of the annotators.

The dataset we obtain from our annotation will
be used for the development of text segmenta-
tion models. Segmenting court judgments into
relevant sections can improve legal search and in-
formation retrieval; this has already been inves-
tigated by Savelka and Ashley (2018), Aumiller
et al. (2021) and Glaser et al. (2021b). Licari and
Comandè (2022) segment Italian civil judgements
with simple regular expressions for bench-marking
purposes.

We operate in the Italian legal context, which has
been amply explored in previous literature (Lenci
et al., 2009; Venturi, 2013; Tagarelli and Simeri,
2021; Galli et al., 2022). However, our proposed
annotation procedure is language-agnostic.

3 Experimental design

This section describes our experimental design,
aimed at developing an annotation procedure for
the legal domain. We briefly present the dataset,
the task, the annotators, the annotation tool, and
the agreement metrics.

3.1 Dataset

The dataset consists of 50 Italian case law judg-
ments, retrieved from 12 different Courts. The doc-
uments all concern first degree civil law judgments
regarding the matter of unfair competition.

The selected case law judgments were available
in PDF files, from which text was extracted us-
ing the Python implementation of MuPDF, an open
source software framework for viewing and con-
verting PDFs. The documents are very heteroge-
neous in terms of length: the number of tokens
ranges from 1,368 for the smallest document, to
more than 8,000 for the largest one, with a mean
length of 4,387 tokens and a standard deviation of
1,798.

3.2 Annotation task

Given the collection of documents described in 3.1,
the annotators were required to perform a “struc-
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tural annotation”, i.e. to recognize the distinct sec-
tions that compose the structure of a court judge-
ment. Thus, the task was to identify sections and
sub-sections (text segmentation) and to label those
segments (segment labeling).

The annotators were presented with text in free
form; they had to underline the segments of in-
terest and assign a label to them choosing from a
predefined set. This set of labels (called the “anno-
tation scheme”) and its development are described
in depth in Section 4. The annotation is aimed at
creating a dataset for legal text segmentation. The
general expectation was that the entire text would
be segmented and labeled (i.e. with no gaps be-
tween different sections), although this was not
made explicit in the annotation guidelines.

The annotators were given the possibility to re-
view and change their own annotations over time,
provided that such modifications were made inde-
pendently from other annotators.

3.3 Annotators

The annotation task was carried out by 9 law pro-
fessionals, all of whom have relevant experience
as both academics and practitioners: all but one of
them hold a PhD and they are all licensed lawyers,
having passed the Italian bar exam. While seniority
varies on an individual basis (years of professional
experience: min 3, max 23), they all have signif-
icant expertise in either civil law (4 annotators),
criminal law (1 annotator), or a mix of different
areas (4 annotators). As such, they are all famil-
iar with Italian legal language and did not require
ad hoc linguistic training. However, none of them
had ever annotated before. For this reason, three
law professionals with prior annotation experience
were consulted for an initial draft of the annota-
tion guidelines, but they did not perform the actual
annotation task.

The annotators were asked to fill out a feedback
questionnaire after the annotation process (see 5.4).

3.4 Annotation tool

Technical constraints and privacy issues prompted
us to use proprietary annotation software. We use
the Ellogon language engineering platform (Ntogra-
matzis et al., 2022), since it supports the task as
defined in 3.2. The platform had to be customized
to introduce the annotation labels of interest.

3.5 Agreement metrics

We evaluate agreement among annotators (Inter-
Annotator Agreement, IAA) in order to provide a
quantitative assessment of (1) the complexity of
the annotation task, and (2) the homogeneity of the
results. The annotation was carried out and anal-
ysed in the absence of a gold standard; we consider
appropriate annotations to be an incrementally re-
alised goal rather than a given (see also 5.3).

IAA has to account for 3 factors: a) presence
of labels; b) alignment of annotated segments; c)
agreement of labels assigned to segments. In order
to cover all of these characteristics, we employ the
γ coefficient (Mathet et al., 2015). It is computed as
the average of all local disagreements, referred to as
disorders, between units from different annotators:

∀s ∈ c, γ = 1− δ(s)

δe(c)
(1)

with δ(s) being the disorder of the annotation
set s and δe(c) being the expected disorder of the
corpus c. Maximum agreement is represented by
γ = 1, while γ < 0 corresponds to the worst case,
where annotator agreement is worse than annotat-
ing at random. Following this methodology, units
of annotation are aligned to minimize the overall
disorder. We compute γ scores not only for each
document, but also for each label defined in the
annotation scheme in order to identify the most and
the least disputed structural segments.

Finally, since annotators had the possibility of
going back to the documents assigned to them and
review their own annotations, we store periodic
dumps of the annotation database and estimate
self-agreement, i.e. the extent to which annotators
maintain the segments and labels they had already
selected. To this aim, we introduce the metric δ,
calculated as:

δ =
1

T

T∑

t=2

1

|K|
∑

k∈K

|S(t−1)
k ∩ S

(t)
k |

|S(t−1)
k |

(2)

where T is the total number of periodic dumps
of the annotation database, K is the label set, and
Sτ
k is the set of segments labelled with k at time

τ . Notice that δ takes into account only the inter-
section of segment sets at consecutive times, and
δ ∈ [0; 1].
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4 Annotation scheme

In this section we summarize the development of
the annotation scheme: first, we describe the initial
scheme as designed by a restricted pool of experts;
then, we recount its subsequent negotiation; finally,
we report the resulting annotation scheme.

4.1 Initial development of the annotation
scheme

The initial structural annotation scheme was devel-
oped through a reflection carried out by a small
group of legal experts with specific and comple-
mentary expertise in both legal practice and in the
digitization of justice. Specifically, these were: a
university professor, former judge at the Court of
Appeal of Milan; two legal professionals with pre-
vious annotation experience; and a researcher who
also has around 7 years of experience as a lawyer
and who is among the 9 annotators who carried out
the annotation task.

The annotation experts involved had previously
worked on complex structural annotation schemes.
By contrast, it was unanimously decided to keep
the structural annotation scheme simple, for two
reasons. First, the structural segmentation was, at
least initially, primarily aimed at distinguishing
the reasoning part of the judgment from the other
sections. Second, the more basic structural analysis
was to be complemented and enriched by a further
layer of more detailed argumentative annotation.

The initial annotation scheme featured 5 sections,
specifically:

• the section “Corte e parti” included the indi-
cation of the court, the panel of judges, and
the parties in the trial (i.e., the plaintiffs, the
defendants, and any intervening third parties);

• the section “Antefatto” included back-
ground information, specifically on a) the
proceedings of the trial, and b) the reconstruc-
tion of the facts involved in the case;

• the section “Domande” identified the claims
and arguments brought forward by the par-
ties (i.e., claims made by the plaintiff(s) and
any counterclaims made by the defendant(s)).
Each claim would be labelled individually;

• the section “Motivazione” identified the part
of the judgment in which the reasoning for the
decision of an individual claim is explained.

Each line of reasoning would be labelled indi-
vidually;

• the section “Decisione” identified the final
decision(s) on each individual claim. If there
are multiple decisions, each would be labelled
individually.

In the presence of multiple claims, lines of rea-
soning and decisions, they would be numbered to
link the three elements to one another.

The content of Italian court judgments is reg-
ulated by Article 132, c. 2 of the Italian Civil
Procedure Code (CPC), which stipulates that each
judgment “must contain: 1) an indication of the
judge who pronounced it; 2) an indication of the
parties and their attorneys; 3) the conclusions of
the prosecutor and those of the parties; 4) a con-
cise statement of the reasons of fact and law of the
judgment; 5) the ruling, the date of the deliberation
and the signature of the judge.” Nonetheless, the
exact outline and structure of the judgments may
vary in practice (e.g. some judges may wish to add
section headings to structure their decisions, while
others may not; some may provide this information
into clearly separated sections, while others may
not; etc.). The initial annotation scheme was thus
developed taking into consideration not only the
structure of the judgments as currently regulated by
the CPC, but also as applied in practice by judges.

As one can see, the sections of this initial
scheme, while encompassing the essential elements
of the judgment outlined in the CPC, are not exactly
overlapping. Specifically, the contents of items (1)
and (2) are grouped in the "Corte e parti" section;
the contents of item (3) can be found in the "Do-
mande" section, the contents of item (4) correspond
to the "Motivazione" section, and the contents of
item (5) correspond to the "Decisione" section. Ad-
ditionally, the annotation scheme includes the "An-
tefatto" section1. Previous experimentation with
legal search models revealed that they would some-
times retrieve judgments based on content which
was presented as background information in the
case, even when the expected outcome would relate
to the reasoning section. This segmentation was
thus meant to aid the models in excluding poten-
tially irrelevant information by focusing on specific
sections.

1This element was actually mandatory in a previous ver-
sion of the CPC, but it has not been since 2009; in practice, a
lot of judges still use it.

121



Please note that, at the time this annotation
scheme was devised, the technical specifics of how
the annotation would be carried out had not yet
been defined.

4.2 Negotiation of the annotation scheme

The initial annotation scheme was modified
through three meetings involving the entire group
of annotators. The need for discussion and negotia-
tion first became evident upon starting to apply the
initial annotation guidelines within the constraints
of the provided annotation tool. Specifically, there
was an interest in mapping the overarching struc-
tural relationships between claims, reasoning and
final decisions.

It was decided that individual claims, lines of
reasoning and decisions would be considered sub-
sections of more broadly defined sections. Fur-
thermore, it was noted that the annotations of
sub-sections could benefit from the definition of
“chains” of reasoning, practically consisting of pair-
wise relationships between a claim, the reasoning
on it, and the corresponding final decision.

After extensive discussion, it was further spec-
ified in the guidelines that the aforementioned
“chains” should simply reflect lines of reasoning,
without specifications on the nature of the reason-
ing itself (e.g. premise vs. conclusion, support vs.
contrast). It was concluded that these would be left
for a further layer of argumentative annotation, to
be performed at a later time. This integration of
the guidelines was considered necessary to prevent
annotators from labeling text segments based on an
“argumentative” and not a “structural” evaluation
of their content.

Another point that required a collaborative dis-
cussion was related to the distinction between rea-
soning and decision. As previously mentioned,
Italian court judgements are required to feature a
specific section, at the very end, where the main
decisions of the case are summarized: it is the so-
called “Dispositivo” (final ruling), typically placed
after the heading PQM, which translates to "For
These Reasons". However, judges often "antici-
pate" their own decision within the body of the
reasoning, as it may come naturally to conclude
a given line of thought. The annotators thus con-
cluded that within the "reasoning" section there
could be "decision" sub-sections attributed to spe-
cific text segments.

4.3 The resulting annotation scheme

As a result of the collaborative (re)negotiation of
earlier annotation schemes, the annotators came to
agree on a set of guidelines, which were then used
to annotate the dataset. We call these guidelines
the "resulting annotation scheme", summarized in
Table 1.

This annotation scheme is meant to segment Ital-
ian court judgements of civil proceedings at two
levels: sections and sub-sections. The sections cor-
respond to the ones presented in 4.1. Sub-sections
are possible for the last three sections. These
are meant to distinguish between different claims
(e.g. <dom1>, <dom2>), different lines of reason-
ing (e.g. <mot1>, <mot2>), and different decisions
(e.g. <dec1>, <dec2>). The sub-sections can be
put in relationships of the type (<dom>,<mot>) or
(<mot>,<dec>) if a motivation for decision <dec>
on claim <dom> is explicit in the document, other-
wise a (<dom>,<dec>) relation could be specified.

5 Analysis and discussion of the results

The results of our work include the annotation
scheme as well as the output of the annotation activ-
ity. We evaluate Inter-Annotator Agreement from
both a quantitative and qualitative perspective and
we report annotator feedback.

5.1 Appraising the resulting annotation
scheme

Given the somewhat unusual nature of our proce-
dure, does the resulting annotation scheme reflect
what we might expect?

Considering the provisions of the Italian CPC
(see 4.1), it is not surprising that a similar 5-part
subdivision can be found in other works on Italian
legal NLP (Galli et al., 2022; Licari and Comandè,
2022). Contrary to what one may expect, though,
Italian judgments often do not conform to a strict
standard, with some sections (<ANT> and <MOT-
SEZ>) being presented in different orders or not
being clearly distinguished from one another. Text
segmentation of Italian judgements is therefore not
a trivial task, which motivates the need for text
segmentation models to be carefully evaluated.

The scheme is also comparable to other works in
the literature that have, within a variety of legal con-
texts, outlined a structural segmentation of court
judgements (see e.g. Wyner et al., 2013 for the
UK, Poudyal et al., 2020 for the European Court of
Human Rights, Glaser et al., 2021b for Germany).
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Sections Sub-sections Italian Explanation
<COR> Corte e parti Court, judicial panel, parties
<ANT> Antefatto Background information
<DOMSEZ> <dom1>,<dom2>,... Domande Claim(s) and argumentation of the parties
<MOTSEZ> <mot1>,<mot2>,... Motivazione Reason(s) for the final decision(s)
<DECSEZ> <dec1>,<dec2>,... Decisione Final decision(s)

Table 1: The resulting annotation scheme for Italian court judgements of civil proceedings.

5.2 Annotator agreement

We report the results obtained for the metrics intro-
duced in 3.5.

Before computing the agreement metrics, some
cleaning operations were applied to the section
annotation results. In particular, since sections
are meant to be as contiguous as possible, quasi-
consecutive segments with the same label were
merged into a single segment. For practical pur-
poses, segments within a distance of 25 char-
acters from one another were considered quasi-
consecutive. Duplicates and quasi-duplicates (i.e.
segments that share at least 90% of another seg-
ment underlined later) were deleted, since they
likely result from technical difficulties with the
annotation tool. Finally, documents with partial
annotations (i.e. with segments labelled with less
than half of the labels in the annotation scheme) are
not considered in the agreement evaluation. This is
motivated by the expectation that each document
contains at least one segment fulfilling each func-
tion, and does not undermine the results, resulting
in the exclusion of only 3 documents for the sec-
tion annotation and 6 documents for the subsection
annotation.

Table 2 reports the γ score statistics for both
sections and sub-sections. High standard deviation
suggests that some documents were more complex
to annotate than others.

Segments
per doc.

Mean γ Std.Dev.
γ

Max. γ

Sections 9.92 0.635 0.225 0.996
Sub-

sections
13.79 0.483 0.260 0.995

Table 2: Average per-document number of annotated
segments and γ score statistics over retained documents.
Notice γ < 0 on a document if the annotation agree-
ment is worse than the null case of random annotations,
whereas γ = 1 on a document if annotations perfectly
agree.

As the table shows, the number of labeled seg-
ments in each document exceeds the cardinality

of the label set, which indicates that the sections
tend to be discontinuous and sparse inside the doc-
ument. Indeed, Figure 1 shows that both in a doc-
ument with well-aligned and in another document
with poorly aligned annotations, some sections are
interrupted by others and re-appear later in the text.

Figure 2 shows the confidence intervals of γ
scores for each section type, indicating that some
sections are more difficult to locate than others.
While the <COR> section is usually located at the
beginning and is therefore widely agreed upon, the
location of the <ANT> section varies depending on
the judge and the specific case. Agreement on the
<DECSEZ> section is among the lowest. As dis-
cussed in 4.2, although the final decisions typically
conclude the judgement, anticipations of the deci-
sions can be found in previous sections, leading to
interpretative differences as to what constitutes a
final decision. Although we do not have a baseline
we can compare our results against, our findings
are consistent with those reported by Wyner et al.
(2013).

To gain a deeper understanding of the causes
for disagreement, we calculated how frequent it
was for the annotators to label the same segment
differently, i.e. the categorial dissimilarity dcat be-
tween aligned annotators units. As expected, the
label pairs (a, b) that showed the highest disagree-
ment, i.e. the highest number of segments that
were annotated with a by one annotator and with b
by another annotator, were (<ANT>, <DOMSEZ>)
and (<MOTSEZ>, <DECSEZ>).

Figure 3 shows the confidence intervals for γ
scores for each subsection type. Agreement drops
significantly for these more fine-grained labels.
<dec> segments are the ones that raise the high-
est disagreement, while segments of the other two
types are comparable in terms of agreement. The
higher numerosity of <dec> segments likely plays
a role in their higher variability.

To calculate the metric we introduce, namely
self-agreement over time, we made 4 dumps of
the database, one before each negotiation meeting
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Figure 1: Example of alignment (top image) and misalignment (bottom image) of segments selected and labelled by
two annotators for two documents. The horizontal axis represents the position of characters in the document.

Figure 2: γ score mean and 95% confidence interval for
each section label.

and one at the end of the annotation process. We
found an average δ of 0.963, with a standard devi-
ation of 0.151, which indicates that few changes
were made to annotations over time. In particular,
the mean δ reveals that few changes occurred as a
consequence of the meetings, but its standard devi-
ation suggests some annotators made much more
extensive modifications than others.

5.3 Qualitative analysis of annotator
disagreement

While agreement metrics are important in the eval-
uation of annotation, the investigation of disagree-
ment can reveal important considerations which
can greatly improve the annotation process (Lee
et al., 2022; Plank, 2022). This section presents a
brief but illustrative qualitative analysis of some
outputs of the annotation: the aim is to high-
light where the agreement between the annotators
proved to be weak, leading us to reflect on what
might be the primary causes of the disagreements.

From a legal standpoint, unfair competition is
a rather complex matter and the judgments tend
to exhibit a convoluted structure, with the judges

Figure 3: γ score mean and 95% confidence interval for
each subsection label.

having to address a large number of claims brought
forward by the parties. This complexity is cer-
tainly a challenge for the annotators, who need to
deduce and combine non-trivial information to ar-
rive at the label (Malik et al., 2022). As reported
in 5.2, the label pairs that exhibited a higher level
of disagreement between annotators were (<ANT>,
<DOMSEZ>) and (<MOTSEZ>, <DECSEZ>). We
now review an example for each label pair.

Background information may be presented and
evaluated throughout the entire judgement; an an-
notator might therefore be uncertain as to which
label to apply. For example, the facts of the case
can contribute to the argumentation of the reason-
ing section (see Figure 6 in the Appendix). Addi-
tionally, the judge may reference the claims of the
parties in their summary of the facts (see Figure 4).
Given the ambiguity, Annotator 1 (left) decided to
remark the presence of the claims (<DOMSEZ>, in
green), while Annotator 2 (right) chose to label the
entire section as background information (<ANT>,
in purple).
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Figure 4: Excerpt showing disagreement between two
annotators (<ANT> - purple, <DOMSEZ> - green).

In addition to the inherent difficulty of the sub-
ject matter, there is potential ambiguity in the an-
notation guidelines: as can be seen from Figure 5,
Annotator 1 (left) identified parts of the decision (in
orange) also within the section containing the legal
reasoning (in blue), whereas Annotator 2 (right)
labeled the entire segment as legal reasoning (see
Figure 7 in the Appendix for another example). Al-
though the negotiation meetings featured extensive
discussion on the use of the <DECSEZ> and <dec>
labels, some ambiguity remains, leading annotators
to different interpretations.

Figure 5: Excerpt showing disagreement between two
annotators (<MOTSEZ> - blue, <DECSEZ> - orange).

It is evident that <MOTSEZ> is a complex sec-
tion whose content interacts with other sections
through complex textual realizations; as such, it
is difficult to annotate in an unanimous fashion.
Let us reiterate that we do not intend to conflate
this complexity into an aggregated "ground truth";
rather, we are actively experimenting with meth-
ods that can capture and appreciate interpretative
differences.

5.4 Annotator feedback

As we have extensively discussed, the annota-
tors were encouraged to (re)negotiate the annota-

tion scheme and guidelines over several meetings.
Given the difficulty of legal annotation, we believe
this to be crucial in making annotators feel sup-
ported. Not only did we believe that this process
would improve annotator certainty (Nedoluzhko
and Mírovský, 2013; Andresen et al., 2020), but
we also hoped it would help annotators be satisfied
with their work. To measure this, we asked the an-
notators to fill out a questionnaire to provide anony-
mous feedback on the annotation process. Based
on the feedback we gathered, it appears that anno-
tator certainty increased slightly after the meetings
(35%). Additionally, all respondents but one2: a)
express satisfaction with the work they have done;
b) report that the meetings facilitated a more thor-
ough comprehension of the annotation process; c)
indicate that the meetings were instrumental in re-
visiting guidelines that were not sufficiently clear
or appropriate.

6 Conclusion and Future Work

This paper introduces a novel annotation procedure
based on the active participation of an entire group
of domain experts in the process of creating and
negotiating the annotation guidelines. An interdis-
ciplinary research team, involving experts from the
legal, linguistic and computer science fields, has ac-
tively collaborated in order to address the common
issues faced in the annotation of legal documents.
The result of this procedure is an annotation scheme
tailored to Italian case law judgments, which pro-
vides a unifying structure to integrate the sections
mandated by the law and the ones used in practice
by judges. We consider these to be preliminary
results in the ongoing development of a reliable
procedure that will be extended in future work. We
are currently experimenting with the annotation of
more fine-grained phenomena: the structure out-
lined by our annotation scheme serves as the basis
for the annotation of legal arguments. Since the
work presented here is still ongoing, we are unable
to release the annotated dataset and the annota-
tion guidelines at present; however, the annotation
scheme is presented in Table 1 and its development
is documented in Section 4.

Our project comes at a crucial time in the pro-
cess of re-thinking how the judicial system works

2In the questionnaire these were presented as statements
that the annotators could either agree, partially agree, or dis-
agree with. The same individual disagreed with all of them;
regrettably, since the feedback is anonymous, we can not reach
out to them directly to understand what may have gone wrong.

125



in Italy. The work of law professionals is changing
due to the introduction of increasingly sophisti-
cated technological tools. The annotations we col-
lect will be used to build corpora that represent the
structure and argumentation of Italian court judg-
ments. Leveraging segmented case law judgments
can improve both keyword-based and semantic-
based search of legal precedents. We are actively
experimenting with different techniques, including
few-shot learning, that can leverage this data to
improve the efficiency of legal search. The long-
term goal is to integrate these tools into a document
builder that supports Italian judges in the drafting
of court judgments.

The annotation of a small set of 50 judgments
was used to elaborate, apply and evaluate a novel
annotation procedure, capable of taking into ac-
count the nuances that the legal subject matter
brings, especially when applied to complex cases,
while also allowing domain experts to be ade-
quately valued in their specific expertise. Dis-
cussions on the ethics of legal NLP abound, with
emphasis on the data and its potentially harmful
uses. While crucial, these discussions would bene-
fit from further reflection on how the data is being
annotated. We hope that our results can inspire
researchers and practitioners to carefully consider
these issues in future work.

Ethics Statement

Our work is meant to inspire reflection on the treat-
ment of annotators in the field of legal NLP. Specif-
ically: a) we make it a point of involving legal
professionals, not law students; b) the annotators
involved in the project won a public selection com-
petition to participate in a project aimed at the digi-
talization of the Italian judicial system; c) the an-
notators are all hired to work on the project and
receive adequate pay; d) we make sure that their
specific expertise is valued by involving them in the
creation and negotiation of the annotation guide-
lines; e) we take measures to track whether they
are happy with the work they are doing.

Limitations

Although our annotation procedure envisions a ne-
gotiation process among an entire group of legal
experts, due to time constraints each document was
eventually annotated by either 2 or 3 annotators.
Having the entire group annotate every document
might have yielded more interesting and fruitful

discussions for the negotiation process and allowed
for a deeper analysis of annotator (dis)agreement.
We also have to point out that several annotators
lamented technical difficulties in using the annota-
tion tool (due to the limitations of the tool itself);
this may have severely impacted annotation quality.
We wish to address these limitations in future work.
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A Appendix: additional examples

Additional examples of annotator disagreement,
discussed in 5.3.

Figure 6: Excerpt showing disagreement between two
annotators (<ANT> - purple, <MOTSEZ> - blue)

.

Figure 7: Excerpt showing disagreement between two
annotators (<MOTSEZ> - blue, <DECSEZ> - orange).
The unlabeled segments (in black) are an example of
the quasi-consecutive segments referenced in 5.2, which
were likely caused by technical difficulties with the
annotation tool.
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