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Abstract

We present a dataset and system for quote at-
tribution in Dutch literature. The system is
implemented as a neural module in an exist-
ing NLP pipeline for Dutch literature (dutch-
coref; van Cranenburgh, 2019). Our contribu-
tions are as follows. First, we provide guide-
lines for Dutch quote attribution and annotate
3,056 quotes in fragments of 42 Dutch literary
novels, both contemporary and classic. Sec-
ond, we present three neural quote attribution
classifiers, optimizing for precision, recall, and
F1. Third, we perform an evaluation and anal-
ysis of quote attribution performance, show-
ing that in particular, quotes with an implicit
speaker are challenging, and that such quotes
are prevalent in contemporary fiction (57%,
compared to 32% for classic novels). On the
task of quote attribution, we achieve an im-
provement over the rule-based baseline of 8.0%
F1 points on contemporary fiction and 1.9%
F1 points on classic novels. Code, models,
and annotations for the public domain novels
are available under an open license at https:
//github.com/frenkvdberg/dutchqa.

1 Introduction

Quote attribution is the task of identifying the
speaker of each quotation span in a given text.
When applied to dialogue in literature, this en-
ables us to study relations and interactions between
characters, for example by extracting social net-
works (Elson et al., 2010; Labatut and Bost, 2019).
Other applications to literature include examining
gender differences (Underwood et al., 2018; Kraicer
and Piper, 2019) or measuring information propaga-
tion (Sims and Bamman, 2020). Whereas the afore-
mentioned studies all focus on English-language
fiction, in this paper we focus on direct speech attri-
bution in Dutch literature. An example can be seen
in the following sentence:

(1) “[Ik], denk dat [je]>» met [haar]s moet praten,”
zei [Tom]. Speaker: [Tom]y
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“[1]; think [you]s should talk to [her]3”, [Tom];
said.

Example (1) has an explicit speaker mention (Tom).
However, identifying the speaker is not always as
easy (examples from Tolstoy’s Anna Karenina):

(2) “Maar, wat nu te doen?” vroeg [hij]; wan-
hopig. Speaker: [Stepan]y
“Well, what now?” [he]; asked disconsolately.

3) “[Mama],?, [ze] is opgestaan,” antwoordde

[het meisje]o. Speaker: [Tanya]s
“[Mammal;? [She]; is up,” answered [the
girl]s.

(4) “Het komt goed, [meneer]; [ze]s draait wel
bij,” zei [Matvey]s. Speaker: [Matvey]s
“Bijdraaien?” Speaker: [Stepan];
“Ja, [meneer],.” Speaker: [Matvey]s
It’s all right, [sir];; [she]s will come round,”
said [Matvey]s.

“Come round?”
“Yes, [sir];.”

The speakers of (2) and (3) are mentioned by
anaphor. Sentences 2-3 of (4) are even more chal-
lenging, since they have an implicit speaker. Note
that all of the above examples are direct speech,
in which the exact words spoken by a person are
reported. Although there exist systems for detect-
ing and attributing indirect speech (Pareti et al.,
2013; Salway et al., 2017) and free indirect dis-
course (Brooke et al., 2017), our focus in this work
is strictly on direct speech.

For the task of Dutch quote attribution, van Cra-
nenburgh (2019) presents a rule-based approach as
part of the dutchcoref coreference resolution sys-
tem. Quote attribution is relevant to coreference
resolution, as the speaker and addressee of dialogue
turns must be known to resolve first and second per-
son pronouns in quoted speech correctly. Further-
more, after extending the dutchcoref system with
three neural classifiers for the subtasks mention de-
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tection, mention attributes and pronoun resolution,
van Cranenburgh et al. (2021) notes that in literature
dialogue is particularly important; annotating and
predicting speakers of direct speech was proposed
as one of the directions for future work. Therefore,
we implement a neural classifier for quote attribu-
tion, which we expect to outperform dutchcoref’s
rule-based approach.

Additionally, we perform an error analysis, where
we look at whether certain speaker types are harder
to classify: explicit (said Tom) vs. anaphoric
pronoun (said he) vs. anaphoric other (said his
friend) vs. implicit. Moreover, we will analyze
whether the corpus of books that we use (Rid-
dleCoref vs. OpenBoek) has an influence on the
performance of the classifier.

2 Background

2.1 Quote attribution in the literary domain

Semino and Short (2004) present a taxonomy of
speech and thought representation, and a corpus
annotated with this taxonomy that includes fiction.
Later work attempts to automate quote attribution.
Glass and Bangay (2007) approach the task of quote
attribution in the literary domain by combining a
scoring technique and hand-coded rules to iden-
tify the speaker of quoted speech in fiction books.
Their approach consists of three steps: identify-
ing the speech verb for a quote, finding the actor
for this speech verb and then selecting the correct
speaker from a character list. While performing
well, their system is limited to explicitly cued speak-
ers and not able to identify implicit speakers. Elson
and McKeown (2010) aim to automatically identify
both quotes and the mentions of the speakers in
a self compiled corpus of classic literature. How-
ever, their predictions rely on gold-label informa-
tion at test time, which is not available in prac-
tice. O’Keefe et al. (2012) uses a sequence labeling
approach, which proves successful for the news
domain, but does not manage to beat their base-
line accuracy on the literary domain. Subsequently,
O’Keefe et al. (2013) reported on the impact of
coreference resolution on the task of quote attri-
bution, with Almeida et al. (2014) presenting a
joint model of coreference resolution and quote
attribution. Around the same time, the best sys-
tem for literary quote attribution was the system
by He et al. (2013), presenting a supervised ma-
chine learning approach. Instead of seeing the task
as quote-mention labeling, they reformulated it to
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quote-speaker labeling. Their system was even-
tually outperformed by Muzny et al. (2017), who
present a rule-based and statistical quote attribution
system. Adding a supervised classifier to their de-
terministic sieve-based system proved successful on
English literature, achieving an average F1-score of
87.5% across three novels. Yeung and Lee (2017)
present a machine learning system that identifies
not just the speaker of dialogue in literature, but
also the addressee. Sims and Bamman (2020) reim-
plements the deterministic approach of Muzny et al.
(2017), while also using coreference information
and choosing to assign unattributed quotes to the
majority speaker. Instead of evaluating system per-
formance using accuracy and precision/recall, they
measure the cluster overlap. Their system achieves
an average F1-score of 71.3% across three different
cluster metrics, when evaluated on their new dataset
containing 1,765 quotes across 100 different liter-
ary texts. Byszuk et al. (2020) present an evaluation
of direct speech attribution for 19th-century fiction
in 9 languages by fine-tuning transformer-based se-
quence labeling models, which appear to be more
robust to varying typographical conventions com-
pared to rule-based approaches. Papay and Padé
(2020) present a corpus of 19th century literature
with rich dialogue annotations: direct and indirect
speech are included, and not only speakers but also
addressees and cue words are annotated. Yoder
etal. (2021) present a neural pipeline tailored to En-
glish fan fiction, including character identification,
coreference, and quote attribution. Most recently,
Vishnubhotla et al. (2022) presented a dataset of all
quotations in 22 English novels, with annotations
for speaker, addressee, and other attributes. They
also evaluate systems based on Muzny et al. (2017)
and BookNLP,! and report lower scores (overall
accuracy up to 63%) than with previous datasets,
suggesting the task is more challenging than previ-
ously thought.

2.2  Quote attribution within dutchcoref

The dutchcoref system (van Cranenburgh, 2019;
van Cranenburgh et al., 2021) performs quote at-
tribution as part of its rule-based coreference res-
olution system, which follows the deterministic
multi-sieve architecture of Lee et al. (2013). The
system starts by identifying mention spans and at-
tributes (animacy, gender, number). This is fol-

"BookNLP is a neural pipeline optimized for literature,
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lowed by quote attribution and a sequence of rule-
based sieves that make coreference decisions, or-
dered from most to least precise.

In the quote attribution component, direct speech
is identified using punctuation: single and double
quotation marks, and paragraphs that start with a
dash. While this heuristic works for the majority of
cases, there are rare cases where quotation marks
are used for other things than direct speech. If no
marker is found to indicate the end of direct speech,
the system assumes the end of the paragraph is also
the end of the quote. Furthermore, the system does
not extract quotes within other quotes.

Speakers of direct speech are attributed where
they are explicitly mentioned, such as when the
subject of a reported speech verb is located next to
a quote. Addressees are identified as well, as the
addressee is set to the speaker of the previous or fol-
lowing quote. The system uses paragraph breaks in
order to decide whether a speaker continues speak-
ing or another participant takes the next turn. Even
in a longer chain of implicit quotes, the system can
still attribute the speakers and addressees, assum-
ing that the same speaker pair keeps taking turns.
Other heuristic rules for identifying speakers and
addressees include recognizing certain vocative pat-
terns and checking whether there is only a single
human mention in the paragraph. These heuristic
rules are similar to those reported in the paper by
Muzny et al. (2017), although they do not discuss
the identification of addressees.

The performance of dutchcoref’s quote attribu-
tion component was reported using the first 1,000
quotes from the novel De Buurman by J.J. Voskuil.
A low recall score of 43.3% was obtained, as almost
half of the quotes were not assigned a speaker. How-
ever, the obtained precision score was high, scoring
81.7%. The low recall score can be explained by
the decision to not assign unattributed quotes to the
majority speaker, since the system was designed
to favor precision. The error analysis revealed that
most errors occurred where the speaker was im-
plicit, with the quote attribution rules working well
when speakers were mentioned explicitly.

As Muzny et al. (2017) obtained better re-
sults when combining the heuristic rules with a
lightweight supervised classifier, a similar exper-
iment was also tried for dutchcoref. van Cranen-
burgh (2019) trained a fastText classifier (Joulin
et al., 2017) to classify the unattributed quotes, but
the results were not encouraging, as there was not
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enough annotated data.

Seeing how a lack of training data caused the
performance to be poor, we are curious how well a
classifier can perform when we supply a sufficient
amount of training data. Therefore, we annotated
quotes appearing in fragments of 42 different Dutch-
language novels and train our own classifier, which
can then be implemented into the dutchcoref system
as an independent module located before the second
(string match) sieve. For the architecture of our
classifier, we follow the approach of Muzny et al.
(2017), although we replace the MaxEnt model with
a feed-forward neural network. As adding neural
classifiers to dutchcoref proved successful on the
subtasks of mention detection, mention attributes
and pronoun resolution (van Cranenburgh et al.,
2021), we expect to see a similar improvement on
the subtask of quote attribution.

3 Data and Material

For our experiments, we work with Dutch liter-
ary novels from both the RiddleCoref (van Cranen-
burgh, 2019) and the OpenBoek (van Cranenburgh
and van Noord, 2022) corpora. For the task of quote
attribution specifically, we needed to annotate the
novels ourselves in order to obtain gold data. We
will discuss both the corpora statistics and the an-
notation process below.

The RiddleCoref corpus was first presented in
van Cranenburgh (2019) and consists of a selection
Dutch (translated and original) contemporary lit-
erary novels from the Riddle of Literary Quality
project (Koolen et al., 2020). This corpus contains
a total of 33 documents, for which we use the train,
development and test splits as defined in Poot and
van Cranenburgh (2020). In total, there are 38,647
mentions in the corpus and on average 4,897.4 to-
kens per document. Unfortunately, the annotated
texts from the RiddleCoref cannot be made publicly
available due to copyright.

The OpenBoek corpus consists of public domain
novels from Project Gutenberg enriched with sev-
eral layers of annotation.”> The corpus currently
contains 9 fragments of Dutch-language novels
and novellas. This corpus contains a total of
23,650 mentions, with an average of 11,502.4 to-
kens per document. The number of sentences
per document (mean 643.3), as well as the num-
ber of tokens per document (> 10k), indicate that
annotated OpenBoek fragments are longer than

2https: //andreasvc.github.io/openboek/
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the RiddleCoref fragments, or most other coref-
erence datasets. These longer fragments lengths
were chosen specifically with the challenge of long-
document coreference resolution in mind.

4 Quote attribution annotation

Whereas gold standard coreference annotations
(mentions and coreference clusters) were already
available, this was not the case for the task of quote
attribution. Therefore, we added quote attribution
annotations as an extra annotation layer to the Rid-
dleCoref and OpenBoek datasets. For the anno-
tation we used the tool released by Muzny et al.
(2017) along with our own annotation guidelines.’
The guidelines can be summarized as follows:

1. We annotate all direct speech quotes, which
often appear within quotation marks, or are
preceded by a dash sign.

. As for annotating mentions, the only mentions
that should be annotated are the spans of text
that refer to the speaker of a quote.

. Each quote should be linked to the mention
of that quote’s speaker. A quote can only be
linked to one mention, however one mention
can be linked to multiple quotes.

. In the case of multiple possible mention candi-
dates for a quote’s speaker, we will consistently
choose the mention that is closest to the quote.

. The mentions we annotate should always be
outside the quotes they are connected to.

We only annotated the quotes and corresponding
speaker mentions, but not the addressees for these
quotes, as this is outside the scope of this paper.

Statistics In total, we annotated all 33 fragments
from the RiddleCoref corpus and all 9 fragments
from the OpenBoek corpus. Table 5 shows the
number of quotes annotated per fragment. The Rid-
dleCoref corpus contains a total of 1,864 quotes,
whereas the OpenBoek corpus contains a total of
1,192 quotes. This results in an average of 56.5
quotes per fragment for the RiddleCoref corpus,
versus an average of 132.4 quotes per OpenBoek
fragment. The fact that the OpenBoek corpus seems
to contain on average 2.3 times as much quotes per
fragment is not surprising, as its fragments contain
on average 2.1 times as many sentences per docu-
ment. If we take this into account, the density of

https://github.com/frenkvdberg/dutchga/blob/
main/annotation_guidelines.pdf
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quotes per fragment is roughly the same for both cor-
pora. We do however see that the number of quotes
is more evenly distributed among the fragments of
the OpenBoek corpora, whereas there seem to be
more extreme outliers in the RiddleCoref corpus.
Inter-Annotator Agreement Ten fragments of
100 sentences from RiddleCoref had already been
annotated at an earlier stage by the first author, al-
lowing us to look at inter-annotator agreement with
the annotations done for this project by the sec-
ond author. Both annotators are native speakers
of Dutch. For these 10 fragments of 100 words,
we obtain an average F1-score of 83.7% (based on
whether quotes are assigned to the correct speaker
cluster, see Section 6). This is a lower bound, as
the existing annotations were made before the an-
notation guidelines had been formalized. For more
details and examples, see Section A.2.

5 Method

5.1 System architecture

We train a feed-forward classifier, using the afore-
mentioned train and development split of the Rid-
dleCoref corpus. This is a binary classifier that
predicts for a given quote-mention candidate pair
whether the mention is the speaker of the quote.
Both the quotes and the candidate mentions are de-
tected beforehand by the dutchcoref system, as we
only focus on the attribution of each quote to the
right speaker.

As candidate mentions, we only consider names,
nouns and specific types of pronouns, that appear
within a distance of at most one paragraph on either
side of the quote. We restrict pronouns to personal
and possessive pronouns, but unlike Muzny et al.
(2017) we did not find restricting pronouns to only
singular gendered pronouns to be helpful. Further-
more, mentions that appear within the quote are
also excluded as its candidate mentions.

For each quote-mention pair, the classifier as-
signs a probability, which we use to select the most
likely speaker for that quote. From all candidate
mentions, we choose the mention with the highest
probability. However, if this probability is lower
than a pre-defined threshold (initially set at 0.2), no
speaker is attributed to the quote.

Figure 1 provides an overview of our classifier.
It consists of an input layer to which we apply a
dropout of 0.2, followed by two dense hidden lay-
ers of 500 and 150 neurons, both with a dropout
of 0.5. These layers both have ReLLU activation
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Figure 1: An overview of the classifier.

and batch normalization. For the output layer we
use a sigmoid activation with Lo regularization of
0.05. Furthermore, we use the Adam optimizer
with a learning rate of 0.0001 and a batch size of
32. Lastly, we use early stopping to stop training
when the model does not improve for 5 successive
epochs.

Whereas van Cranenburgh (2019) favored pre-
cision over recall for their quote attribution com-
ponent, we decide to experiment with tuning our
classifier for different evaluation metrics. Using
the same architecture with different features during
training, we create a three variants of our classifier.
Each focused on achieving the best performance on
a specific metric, we present a +precision, +recall
and +F1 model. The features types are described in
the next section; the classifier variants, along with
their impact, are discussed in Section 6.1.

5.2 Features

Our classifier uses as input BERT embeddings and
various handpicked features. For both the quotes
and the mention candidates, we use BERT token
embeddings produced by BERTje (de Vries et al.,
2019), a pretrained, monolingual Dutch model.
When a quote or a mention consists of multiple
tokens, we take the mean of the embeddings of
all tokens to use as input. As for the handpicked
features, we will summarize each feature below.

Mention type of candidate mention; possible val-
ues: name, noun, pronoun.

Mention attributes For the mention attributes, we
consider person, gender and animacy. The person
attribute has three possible values: first, second,
and third person. The gender attribute is either f
(female), m (male), fm (mixed or unknown gender),
or n (neuter). Lastly, animacy refers to whether the
mention is human or non-human.
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Quote length The number of tokens in the quote
span.

Paragraph distance The number of paragraphs
between the mention and the quote.

Token distance The number of tokens between the
mention and the quote.

Quote distance The number of tokens between the
end of the previous quote and the start of the current
quote.

Mention occurrence in previous quote While we
do not yet know the addressees for each quote, this
feature might provide similar information. It looks
at whether the candidate mention occurs within
the previous quote, which means that it might be a
speaker that is addressed before taking the next turn.
Additionally, we store whether not the candidate
mention itself, but a mention within the same cluster
as the candidate mention has occurred within the
previous quote.

Quotes in between The number of other quotes
that appear between the current quote and the men-
tion candidate.

Subject of speech verb Lastly, we check whether
the candidate mention is the subject of a reported
speech verb, for example ‘says’, ‘asks’ or ‘replies’.
Such verbs are also referred to as cue words (Pareti,
2012, 2016; Papay and Padd, 2020). Note that the
reported speech verbs are not part of the annota-
tions, but are detected using a predefined list mined
from a large corpus of parsed novels using a syn-
tactic query of the form “NP verb quoted-speech”
in various orders (van Cranenburgh, 2019).

5.3 Baseline methods

In order to gain a better insight into the performance
of our classifier, we compare it to three different
baselines. We will describe the approach of these
baselines below in order of complexity.

Closest mention baseline Always choose the men-
tion that is closest to the quote in terms of token
distance. This closest mention is still chosen from
the pool of candidate mentions, meaning that it is
required to either be a name, noun, personal pro-
noun or a possessive pronoun. Inspired by Bamman
et al. (2014) and Muzny et al. (2017).

Embeddings-only baseline A classifier as in Sec-
tion 5.1, using only the BERT token embeddings
for the quotes and the mentions in order to predict
the speaker for each quote.



Dutchcoref baseline Since our goal is to improve
the quote attribution performance of the rule-based
dutchcoref system with a neural classifier, we need
to know how well the rule-based approach (cf. Sec-
tion 2.2) performs.

6 Evaluation

As mentioned before, for the RiddleCoref corpus
we use the same train, development and test splits
as defined in Poot and van Cranenburgh (2020). For
the OpenBoek corpus however, there is no prede-
fined split. A first proposal for this corpus was to
use the novel Max Havelaar as development and
Eline Vere as test, leaving the other seven novels
as the train split. However, we noticed some poor
performance with regards to the quote extraction
part, which means these novels might not be rep-
resentative as evaluation data. Especially for the
fragment Eline Vere, which is the only fragment in
which quotes are always introduced by a dash sign
instead of quotation marks, the quotes were often
extracted incorrectly. In the fragment Max Have-
laar, the quotes are introduced by both quotation
marks and dash signs in a very inconsistent man-
ner. Moreover, quotes do not always have ending
quotation marks.

Since quote extraction works well for the seven
other fragments, we decided on the following: We
will evaluate the performance of our classifiers,
which were trained on the RiddleCoref train split,
on both the RiddleCoref test split and on the seven
remaining novels from the OpenBoek corpus (thus
excluding Eline Vere and Max Havelaar). This way
we can see whether the performance is better on
a specific corpus, as well as analyze the potential
differences.

We will report precision, recall and F1-scores,
which were also used in earlier work (Muzny et al.,
2017; van Cranenburgh, 2019). We report only
scores indicating whether the quote was attributed
to the correct speaker cluster. We do not re-
port whether the quote was attributed to the same
speaker mention as in the gold data, since this is a
somewhat arbitrary annotation choice.

The evaluation can be further divided. During
the training of our classifier and our initial experi-
ments, we made use of gold standard coreference
files that were already available for the RiddleCoref
dataset. We will report the scores obtained by our
classifier and the baseline systems when using these
gold coreference files, meaning these systems have
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System Threshold P R F1
baselines:

closest mention N/A 40.7 40.7 40.7
embeddings only 0.20 539 53.6 53.7
dutchcoref N/A 884 629 735
classifiers:

neural +precision 0.20 915 58.8 71.6
neural +recall 0.20 858 679 758
neural +F1 0.20 87.6 679 765
classifiers w/ optimal thresholds:

neural +precision 0.24 929 574 171.0
neural +recall 0.02 794 772 783
neural +F1 0.09 85.5 747 79.8

Table 1: Quote attribution on the RiddleCoref dev. set,
using gold coreference, with classifiers optimizing pre-
cision, recall, or F1.

access to all the manually corrected mentions when
making their predictions.

Additionally, we will implement the classifier
into the existing dutchcoref system as an indepen-
dent module. This way, we can compare its perfor-
mance as a part of the dutchcoref system and com-
pare whether it actually improves the rule-based
approach in a realistic, end-to-end setting.

It must be noted that quotes that do not have a
gold speaker are not taken into consideration during
this evaluation, as this should be addressed as part
of the quote extraction process, which is not the
focus of this paper.

In the following subsections, we first report the
results achieved in our experiments using gold stan-
dard coreference files. For these results, we also
show which features contributed the most to each
of our classifiers. Then, we report the results that
our classifiers achieved when implemented into the
dutchcoref system.

6.1 Results with gold coreference files

We first report the quote attribution results that were
obtained when training the classifier on the Rid-
dleCoref development set, using the available gold-
standard coreference files. This way, we can see
how well each system would perform in an ideal
setting, where the quote attribution performance
is not influenced by how well the dutchcoref sys-
tem performs on other subtasks, as this evaluation
setting will be discussed in Section 6.2.

Table 1 shows the performance of the baselines,
as well as our neural classifiers, both with and with-
out optimized thresholds. The simple baselines of
always attributing a quote to the closest candidate



mention or only using BERT embeddings as fea-
tures are heavily outperformed by the rule-based
dutchcoref module. However, we were able to train
three different neural classifiers, each focused on
outperforming the dutchcoref system on a specific
evaluation metric.

We first apply the same probability threshold of
0.2 (below which no speaker will be assigned) to all
classifiers in order to make an initial performance
comparison. When looking at the speaker cluster
scores, we see that the +precision classifier achieves
an improvement of 3.1% on the precision metric
over the dutchcoref system, although it performs
worse in terms of recall and F1-score. Similarly, the
+recall classifier outperforms the dutchcoref system
by 5.0% on the recall metric, and the +F/ classifier
outperforms the dutchcoref system by 3.1% on the
F1 metric. However, none of the classifiers outper-
forms the dutchcoref systems on all three metrics.

Then, we experimented with the probability
thresholds in order to further improve the perfor-
mance of our classifiers at their respective metrics.
Increasing the threshold results in a higher precision
score, while decreasing the thresholds results in a
higher recall score. After optimizing these thresh-
old values, the +precision classifier now achieves a
precision score of 4.5% higher than the dutchcoref
system. The +recall and +F1I classifiers outperform
the dutchcoref system on both recall and F1-score,
with the +recall classifier achieving a recall score
14.3% higher and the +F/ classifier achieving an
F1-score 6.3% higher than the dutchcoref system.

In order to see which features contribute the most
to each classifier’s performance, we performed abla-
tion experiments. Table 2 shows the performance of
each classifier when removing one feature at a time.
The paragraph distance feature seems to be by far
the most important feature in all the three classi-
fiers. Removing this feature would even mean that
the +precision and +F1 classifiers no longer out-
perform the dutchcoref system on their respective
metrics. Interestingly, the mention type feature does
not seem to contribute that much to the performance
of each classifier. Removing this feature from the
+precision classifier would result in slightly higher
precision scores, however the F1-score would no-
ticeably drop. Lastly, the quote length and mention
occurrence in previous quote features that we intro-
duced in Section 5.2 are not included in any of our
three classifiers. While these features seemed to
increase the scores in our initial experiments, they
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Feature P R F1
neural +precision: 929 574 1710
- mention type 93.1 552 693
- mention attr. (excl. gender info) 88.6 55.5 68.2
- paragraph distance 72.0 50.8 59.6
- token distance 88.0 525 657
- quote distance 86.1 64.8 740
neural +recall: 794 772 783
- mention type 779 747 763
- mention attr. (excl. gender info) 76.6  74.7  75.7
- paragraph distance 69.8 67.9 688
- token distance 76.8 755 76.2
- subject of speech verb 76.8 747 758
neural +F1: 855 747 798
- mention type 84.1 725 719
- mention attributes 853 720 78.1
- paragraph distance 751 698 724
- token distance 83.9 73.1 78.1
- subject of speech verb 843 736 78.6
- quotes in between 81.3 731 770

Table 2: Ablation experiments for each classifier, remov-
ing one feature at a time.

QA module Set P R F1
rule-based RC - dev 87.2 531 648
neural +precision RC - dev 94.6 503 635
neural +recall RC - dev 755 714 733
neural +F1 RC - dev 787 665 71.7
rule-based RC - test 854 450 58.1
neural +precision ~ RC - test 904 434 582
neural +recall RC - test 67.3 65.0 66.1
neural +F1 RC - test 729 588 64.7
rule-based OpenBoek 853 64.0 728
neural +precision OpenBoek 84.5 564 664
neural +recall OpenBoek 76.0 73.5 74.7
neural +F1 OpenBoek 79.3 70.6 74.7

Table 3: End-to-end quote attribution results of different
modules in the dutchcoref system.

will unfortunately only decrease the performance
when added to our final three classifiers.

6.2 Results with a coreference pipeline

For a more realistic evaluation of the performance
of our classifiers, we compare the achieved scores
again after implementing them as neural modules in
the dutchcoref system. In Table 3, we report scores
obtained on the RiddleCoref development and test
sets, as well as on the selected seven OpenBoek
novels. As expected, now that the quote attribution
performance is dependent on the input received
from earlier dutchcoref sieves, the scores achieved
on the RiddleCoref development set are somewhat
lower for all systems when compared to the scores
from Table 1. Still, the neural classifiers each out-



perform the dutchcoref system on their respective
metrics. It is interesting that this time, the +recall
classifier obtains the highest recall and the highest
F1-score of all four systems, both for the speaker
mentions and for the speaker clusters.

For the RiddleCoref test set, all the scores are
noticeably lower than they are for the development
set. Again the +recall classifier achieves the the
highest recall and F1-scores for the speaker clusters,
although the +F/ classifier does perform the best on
the F1 metric if we look specifically at the speaker
mentions performance. Seeing these relatively low
scores on the test set inspired us to perform an error
analysis, which we will discuss in Section 7.2.

Lastly, the quote attribution performance on the
OpenBoek novels yields the highest F1-scores for
all systems. This seems to be mostly due to all
the recall scores being noticeably higher than they
are for the RiddleCoref data splits. However, the
+precision classifier does not outperform the rule-
based approach on these seven novels. Furthermore,
the rule-based approach achieves the highest F1
score looking purely at the speaker mentions and
for the speaker clusters the difference in F1 scores
between the rule-based approach and the best per-
forming neural classifiers is noticeably smaller than
on the RiddleCoref novels. For transparency, we
included the results on each individual novel in Ap-
pendix A.3.

7 Analysis

To gain a better understanding of the challenges of
literary quote attribution, we now take a closer look
at the test data and model outputs. We first consider
the distribution of quote types, and then perform an
error analysis of the systems we evaluated.

7.1 Quote type distribution

In order to compare the RiddleCoref test novels
to the OpenBoek novels, we consider the distribu-
tion of the quote types per novel (see Section A.4
for detailed statistics). As mentioned before, we
distinguish between four different quote types: ex-
plicit (said Tom), anaphoric pronoun (said he),
anaphoric other (said his friend) and implicit.
Looking at the relative frequencies, we see that
the percentage of anaphoric other quotes is roughly
the same for both datasets. However, we see a big
difference in the relative amount of implicit quotes:
57% for the RiddleCoref test novels vs only 32%
for the OpenBoek novels. Whereas implicit quotes
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are by far the most prominent in the RiddleCoref
test novels, anaphoric pronoun quotes are the most
prominent in the OpenBoek novels, slightly sur-
passing the implicit quotes. The large dataset of
classic English novels by Vishnubhotla et al. (2022)
has about 36% implicit and 29% anaphoric quotes
(based on Table 5). This figure is similar to that
of OpenBoek and suggests that contemporary nov-
els may contain more implicit quotes than classic
novels, which makes the task of quote attribution
harder for contemporary novels.

Furthermore, it is interesting to see that even
within the datasets the quote type distribution can
differ considerably per novel. For instance, in the
novel Gooische Vrouwen, 67% of the quotes are
explicit, whereas this percentage is only 4% for
Cobra and 0% for Mannentester. Similar outliers
can be seen for the OpenBoek novels, where De
Agra Schat contains 61% quotes of type anaphoric
pronoun, but Reis Om De Wereld contains only
12% quotes of the same type. Some of this variance
could be attributed to genre, but also to author style.

This distribution helps us better understand the
difference in performance of our classifiers on these
datasets, which we discuss in the next subsection.

7.2 Error analysis

Looking at the speaker cluster F1-scores in Table 3,
we see a large difference in performance on the Rid-
dleCoref test novels and the OpenBoek novels. This
difference is not only visible for our neural classi-
fiers, but also for the rule-based approach, which
achieved 14.7% F1 points higher on the OpenBoek
novels. As the performance was the worst on the
RiddleCoref test novels, we analyzed the mistakes
that the different systems made on each novel. See
Section A.4 for a breakdown of mistakes per quote
type and novel.

We see that for each system the majority of the
mistakes are made on implicit quotes. Even by our
best classifier, these quotes are still incorrectly clas-
sified in 53% of the cases, with our worst perform-
ing classifier incorrectly classifying these quotes
76% of the time. The anaphoric pronoun quotes
seem to be the easiest to classify for each system, es-
pecially for the +recall and +F1 classifiers, which
only make mistakes on 2% of these quotes.

Looking at these mistakes in combination with
the quote distribution of Table 10 helps us under-
stand the difference in performance on the afore-
mentioned datasets. As can be seen from the quote



distribution, the RiddleCoref test novels contain
57% implicit and 20% anaphoric pronoun quotes,
whereas these percentages are 32% implicit and
35% anaphoric pronoun quotes for the OpenBoek
novels. Seeing how by far the most mistakes are
made on implicit quotes, it is only natural to see
a worse performance on a dataset with novels that
contain on average more of these implicit quotes.
It is also interesting to see how our neural F/
classifier substantially outperforms the rule-based
approach for explicit-, anaphoric other- and espe-
cially anaphoric pronoun quotes, but only slightly
for the implicit quotes. The +precision classifier ac-
tually performs worse than the rule-based approach
only for the implicit quotes. This shows us that even
with the features we presented and implemented in
our classifiers, we still have an especially hard time
attributing implicit quotes to the right speaker.
Lastly, we see that for each system, anaphoric
non-pronoun quotes are substantially harder to clas-
sify than anaphoric pronoun quotes, which is in line
with the results presented in (Muzny et al., 2017).

8 Conclusion

In this paper, we focused on training a classifier to
improve the task of quote attribution when com-
pared to dutchcoref’s rule-based approach. We
trained three different feed-forward neural network
classifiers, each one focused a different metric for
speaker clusters: precision, recall and F1-score. For
the task of quote attribution, we manage to improve
on the rule-based approach by 8.0% F1 points on
the RiddleCoref test novels and by 1.9% F1 points
on the OpenBoek novels.

With our quote attribution error analysis we show
that each system makes the most mistakes on im-
plicit quotes. Moreover, anaphoric pronoun quotes
prove to be harder than anaphoric non-pronoun
quotes, as each of the systems performs the best
on the anaphoric pronoun quote type. This also
explains why the quote attribution performance on
the OpenBoek novels is notably higher than on the
RiddleCoref test novels, as the OpenBoek novels
contain relatively more anaphoric pronoun quotes
and less implicit quotes.

For future work, we think there is still a lot of
improvement to be gained, especially on implicit
quotes. As we have found features that reduce mis-
takes on anaphoric pronoun quotes by 91.7% with
respect to the rule-based approach, future experi-
ments can look specifically at how to decrease mis-
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takes on implicit quotes. Furthermore, we did not
consider the task of identifying addressees, thus
having to rely on the rule-based approach to iden-
tify these after we first identify the speakers using
our neural classifiers. Jointly identifying speakers
and addressees may yield additional performance
gains, since it would enable the classifier to pick
up on turn-taking patterns in a data-driven manner.
Reported speech verbs (also known as cue words)
were not part of the annotations, but detected using
a predefined list. Recall may be improved by detect-
ing them using a classifier trained on annotated cue
words. In terms of machine learning, fine-tuning
BERT for the task of quote attribution (rather than
simply using averaged token embeddings as fea-
tures) and/or incorporating more context with for
example an LSTM on top of the BERT embeddings
can be expected to yield additional improvements.

Lastly, we think further improvements can also
be made on quote extraction, as we saw that there
were still a lot of mistakes made on the OpenBoek
novels Max Havelaar and Eline Vere. As most of
these mistakes were made on quotes starting with a
dash sign, more elaborate rules targeting these kind
of quotes could improve the overall performance of
dutchcoref even more.
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RiddleCoref OpenBoek
train dev test

documents 23 5 5 9
sentences 6,803 1,525 1,536 5,709
sentences per document 295.8 3050 3072 643.3
average sentence length 15.5 18.4 18.3 18.1
tokens 105,517 28,042 28,054 103,522
mentions 25,194 6,584 6,869 23,650
entities 9,041 2,643 3,008 8,875
mentions / entities 2.79 2.49 2.28 2.66
mentions / tokens 0.24 0.23 0.24 0.23
entities / tokens 0.09 0.09 0.11 0.09
% pronouns 40.4 35.7 38.1 40.9
% nominals 47.0 49.4 52.8 48.0
% names 12.6 14.9 9.1 11.1

Table 4: RiddleCoref and OpenBoek corpora statistics.

A Appendices

A.1 Corpus statistics

See Table 4 for various statistics of the two cor-
pora used in this paper. Table 5 lists the number of
annotated quotes for each text (fragment).

A.2 Inter-Annotator Agreement

For the RiddleCoref corpus, ten of the fragments
were annotated by the first author at an earlier stage,
allowing us to look at inter-annotator agreement.
However, these annotations were made before the
annotation guidelines were created, so some incon-
sistencies are to be expected. While this score is
often calculated using Cohen’s kappa, we found
that this method was not applicable here, as there is
not always a clear number of possible speaker men-
tions and speaker clusters to which a quote could be
attributed. Instead, we evaluated our annotations
against the other annotations to calculate the F1-
scores for each fragment, which can be found in
Table 6.

Looking at the F1-scores for the clusters, we see
that we achieve an average F1-score of 83.7, indi-
cating that we often attribute quotes to the same
speaker cluster. This score is noticeably lower for
the mentions, as the choice of which mention to pick
is a rather arbitrary choice, which is best shown for
the novel by Barnes. For the 23 quotes this novel
contains, we tend to attribute the quotes to different
mentions, achieving an F1-score of 9.3, while still
often attributing these quotes to the same speaker
cluster, as can be seen from the cluster F1-score
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of 73.4. Ultimately, it is the speaker cluster that
should be correctly recognized by our final system,
so getting these correct is what matters most.

Still, for the speaker cluster scores we see two es-
pecially low scores. For the novel De begraafplaats
van Praag, we see an F1-score of 40.0. Here, the
challenge is whether the detected quotes are meant
to be attributed to a speaker or not, as we show for
the following two detected quotes:

(5) (...) je hoeft alleen maar af te geven op een an-

der volk, dus bijvoorbeeld ["wij Polen hebben
dat en dat manco" | juore, Of ze zeggen meteen,
omdat ze voor niemand onder willen doen,
zelfs niet als het iets negatiefs betreft: ["O nee,
hoor! Hier in Frankrijk zijn we veel erger" | yuoe,
waarna ze aan een anti-Franse tirade beginnen
die pas eindigt als het tot ze doordringt dat ze
erin zijn getuind.
(...) you only have to speak ill of another peo-
ple, for example ["we Poles have such and
such a defect"|quote, and since they do not want
to be second to anyone, even in wrong, they
react with: ["Oh no, here in France we are
worse" Jquote> and they start running down the
French until they realize they’ve been caught
out.

Whereas the other annotator does not assign a
speaker to either of these quotes, we argue that
the second quote can be attributed to the underlined
mention ze (they). This scenario is repeated for an-
other quote in the novel, where the other annotator



Riddlecoref - train # quotes Riddlecoref - dev # quotes
Abdolah, Koning 94  Gilbert, Eten Bidden Beminnen 9
Barnes, Alsof Voorbij Is 23 Kluun, Haantjes 16
Bernlef, Zijn Dood 104  Kooten, Verrekijker 57
Bezaz, Vinexvrouwen 11  Mitchell, Niet Verhoorde Gebeden 222
Binet, Hhhh 23 Springer, Quadriga 82
Carre, Ons Soort Verrader 9 Total 386
Collins, Hongerspelen 129
Dewulf, Kleine Dagen 11 Riddlecoref - test
Eco, Begraafplaats Van Praag 3 Forsyth, Cobra 46
Eggers, Wat Is Wat 19  Japin, Vaslav 114
Grunberg, Huid En Haar 19 Proper, Gooische Vrouwen 36
James, Vijftig Tinten Grijs 11 Royen, Mannentester 25
Kinsella, Shopaholic Baby 51 Verhulst, Laatste Liefde Van 48
Koch, Diner 12 Total 269
Mansell, Versier Me Dan 41
Moor, Schilder En Meisje 5 OpenBoek
Rowling, Harry Potter 468 Conan Doyle, De Agra Schat 186
Siebelink, Oscar 57 Couperus, Eline Vere 101
Vermeer, Cruise 23 Hugo, De Ellendigen 78
Voskuil, Buurman 54  Multatuli, Max Havelaar 31
Weisberger, Chanel Chic 7 Nescio, De Uitvreter 220
Worthy, James Worthy 15 Nescio, Dichtertje 150
Yalom, Raadsel Spinoza 20 Nescio, Titaantjes 91
Total 1,209 Tolstoy, Anna Karenina 182
Verne, Reis Om De Wereld 153
Total 1,192

Table 5: Number of quotes per text.

again does not assign a speaker, while we do. As
the fragment of this novel contains very few quotes,
each difference in our annotations heavily lowers
the inter-annotator agreement score.

For the novel Het diner, the Fl-score of 59.5
can also be explained by us assigning speakers to
quotes more often than the other annotator does, as
we show in example (6):

(6) Maar ik noem haar zelden mijn vrouw — bij
officiéle gelegenheden af en toe, in zinnen als:
[’Mijn vrouw kan op dit moment niet aan de
telefoon komen’ | juore, of: [’Mijn vrouw weet
toch echt zeker dat zij een kamer met uitzicht
op zee had gereserveerd.’ | juore
But I rarely refer to her as my wife — on official
occasions sometimes, in sentences like [‘My
wife can’t come to the phone right now’]quote.
or: [‘My wife is very sure she asked for a room
with a sea view.’]quote

Again, both quotes are not assigned a speaker by the
other annotator, whereas we attribute both quotes
to the underlined mention ik (I). We notice that
the quotes on which we disagree are often intro-
duced by phrases like bijvoorbeeld (for example)
or zoals (such as). These quotes can sometimes
be interpreted as describing hypothetical dialogue,
leaving the reader uncertain whether the dialogue
has actually ever taken place. Still, we choose to
assign these examples of dialogue to the intended
speaker, causing our annotations to differ with the
other annotator at times.

A.3 Quote attribution performance per novel

 RiddleCoref development set: cf. Table 7.
* RiddleCoref test set: cf. Table 8.
* OpenBoek novels: cf. Table 9.



Novel Mentions F1  Clusters F1
Barnes, Alsof het voorbij is 9.3 73.4
Carre, Ons soort verrader 53.7 100
Eco, Begraafplaats van Praag 40.0 40.0
Eggers, Wat is de wat 52.6 100
Grunberg, Huid en haar 85.7 100
James, Vijftig tinten grijs 34.1 100
Koch, Diner 61.1 59.5
Moor, De schilder en het meisje 100 100
Voskuil, De buurman 76.3 97.7
Yalom, Het raadsel Spinoza 62.5 66.7
Average 57.5 83.7

Table 6: Annotator agreement on 10 RiddleCoref texts.

A.4 Analysis: detailed tables

Table 10 lists the number of quote types per anno-
tated text. Table 11 lists the number of mistakes
broken down by quote type in the texts of the Rid-
dleCoref test set.

57



Novel Mentions Clusters
P R F1 P R F1

rule-based:

Gilbert, Eten Bidden Beminnen 100 444 615 100 444 615
Kluun, Haantjes 857 375 522 857 375 522
Kooten, Verrekijker 786 647 710 81.0 66.7 73.1
Mitchell, Niet Verhoorde Gebeden 84.2 67.3 74.8 889 71.0 79.0
Springer, Quadriga 7177 407 520 804 457 583
Average 84.0 509 623 872 531 648

neural +precision:
Gilbert, Eten Bidden Beminnen 100 444 61.5 100 444 615

Kluun, Haantjes 100 25.0 40.0 100 25.0 40.0
Kooten, Verrekijker 90.7 76.5 83.0 953 804 87.2
Mitchell, Niet Verhoorde Gebeden 899 57.9 70.5 928 598 72.7
Springer, Quadriga 82.5 40.7 545 850 420 562
Average 926 489 619 94.6 503 63.5

neural +recall:
Gilbert, Eten Bidden Beminnen 88.9 889 889 100 100 100

Kluun, Haantjes 53.8 43.8 483 61.5 50.0 552
Kooten, Verrekijker 843 843 843 882 882 882
Mitchell, Niet Verhoorde Gebeden 69.2 68.2 68.7 744 734 739
Springer, Quadriga 63.6 60.5 620 779 741 759
Average 72.0 64.2 658 755 714 733
neural +F1:

Gilbert, Eten Bidden Beminnen 88.9 889 889 100 100 100
Kluun, Haantjes 50.0 312 385 60.0 375 462
Kooten, Verrekijker 86.0 84.3 85.1 90.0 88.2 89.1
Mitchell, Niet Verhoorde Gebeden 78.6 68.7 73.3 84.0 734 783
Springer, Quadriga 68.7 56.8 622 80.6 66.7 73.0
Average 70.8 60.2 64.8 78.7 66.5 71.7

Table 7: Quote attribution scores per novel on the RiddleCoref development set, when classifiers are implemented
within the dutchcoref system.
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Novel Mentions Clusters
P R F1 P R F1

rule-based:

Forsyth, Cobra 842 348 492 842 348 49.2
Japin, Vaslav 90.3 575 703 958 61.1 74.6
Proper, Gooische Vrouwen 769 57.1 65.6 80.8 60.0 68.9
Royen, Mannentester 81.8 360 50.0 81.8 36.0 50.0

Verhulst, Laatste Liefde Van 789 31.2 44.8 84.2 333 478

Average 824 423 56.0 854 450 58.1
neural +precision:

Forsyth, Cobra 850 37.0 515 850 370 515
Japin, Vaslav 87.3 425 57.1 89.1 434 583
Proper, Gooische Vrouwen 87.0 571 69.0 87.0 57.1 69.0
Royen, Mannentester 81.8 36.0 50.0 909 40.0 55.6
Verhulst, Laatste Liefde Van 100 39.6 56.7 100 39.6 56.7
Average 88.2 424 569 904 434 582
neural +recall:

Forsyth, Cobra 57.6 413 48.1 576 413 48.1
Japin, Vaslav 643 63.7 640 732 726 729
Proper, Gooische Vrouwen 629 629 629 629 629 629
Royen, Mannentester 520 520 520 640 640 640

Verhulst, Laatste Liefde Van 59.5 52.1 556 69.0 604 644

Average 59.3 57.7 586 673 650 66.1
neural +F1:

Forsyth, Cobra 679 413 514 714 435 54.1
Japin, Vaslav 704 61.1 654 8l.6 708 75.8
Proper, Gooische Vrouwen 69.7 657 67.6 69.7 657 67.6
Royen, Mannentester 56.5 520 542 652 60.0 625

Verhulst, Laatste Liefde Van 70.6 50.0 58.5 76.5 542 634

Average 67.0 54.0 594 729 588 64.7

Table 8: Quote attribution scores per novel on the RiddleCoref test set, when classifiers are implemented within the
dutchcoref system.
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Novel Mentions Clusters

P R F1 P R F1

rule-based:

Conan Doyle, De Agra Schat 92.8 76.2 83.7 947 77.8 85.5
Hugo, De Ellendigen 82.7 56.6 672 865 592 703
Nescio, De Uitvreter 89.5 70.0 786 914 715 802
Nescio, Dichtertje 66.2 353 46.1 75.0 400 522
Nescio, Titaantjes 714 495 584 778 538 63.6
Tolstoy, Anna Karenina 77.1 60.0 675 814 633 713

Verne, Reis Om De Wereld 86.2 783 821 90.6 822 86.2

Average 80.8 60.8 69.1 853 64.0 728

neural +precision:
Conan Doyle, De Agra Schat 95.1 73.0 82.6 95.8 735 83.2

Hugo, De Ellendigen 80.7 60.5 692 86.0 645 73.7
Nescio, De Uitvreter 80.4 69.6 746 838 725 7T7.7
Nescio, Dichtertje 69.0 3277 443 775 3677 498
Nescio, Titaantjes 77.1 297 429 857 33.0 47.6
Tolstoy, Anna Karenina 81.5 61.1 69.8 859 644 737

Verne, Reis Om De Wereld 86.2 658 746 879 67.1 76.1

Average 814 532 62.6 84.5 564 66.4

neural +recall:
Conan Doyle, De Agra Schat 77.7 75.1 764 793 768 78.0

Hugo, De Ellendigen 712 684 698 753 724 738
Nescio, De Uitvreter 763 763 763 845 845 84.5
Nescio, Dichtertje 53.5 50.7 521 669 633 65.1
Nescio, Titaantjes 50.6 495 50.0 674 659 66.7
Tolstoy, Anna Karenina 694 667 68.0 78.6 756 77.1

Verne, Reis Om De Wereld 7577 7177 73.6 799 757 77.7

Average 67.8 655 66.6 76.0 735 74.7
neural +F1:

Conan Doyle, De Agra Schat 89.4 77.3 829 90.0 77.8 83.5
Hugo, De Ellendigen 80.0 684 738 83.1 71.1 76.6
Nescio, De Uitvreter 814 783 79.8 864 83.1 84.7
Nescio, Dichtertje 575 487 527 709 600 65.0
Nescio, Titaantjes 564 484 521 692 593 639
Tolstoy, Anna Karenina 70.8 66.1 684 79.2 739 764

Verne, Reis Om De Wereld 83.5 730 779 872 763 8l4

Average 74.1 63.8 67.5 793 70.6 74.7

Table 9: Quote attribution scores per novel on the selected OpenBoek novels, when classifiers are implemented
within the dutchcoref system.
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Novel EXP ANA-P ANA-O IMP
RiddleCoref - test:

Forsyth, Cobra 2 5 9 30
Japin, Vaslav 5 39 1 69
Proper, Gooische Vrouwen 24 0 1 11
Royen, Mannentester 0 5 2 18
Verhulst, Laatste Liefde 12 4 7 25
Total 43 53 20 153
Relative total 16% 20% 7% 57%
OpenBoek:

Conan Doyle, De Agra Schat 18 114 6 48
Hugo, De Ellendigen 8 31 22 17
Nescio, De Uitvreter 95 73 4 48
Nescio, Dichtertje 11 44 18 77
Nescio, Titaantjes 20 21 6 44
Tolstoy, Anna Karenina 43 70 12 57
Verne, Reis om de wereld 72 18 16 47
Total 267 371 84 338
Relative total 25% 35% 8% 32%

Table 10: Distribution of quote types in RiddleCoref test and OpenBoek texts. EXP: explicit; ANA-P: anaphoric
pronoun; ANA-O: anaphoric other; IMP: implicit.
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System Novel EXP ANA-P ANA-O IMP
dutchcoref Forsyth, Cobra 0 1 3 25
Japin, Vaslav 1 6 0 37
Proper, Gooische Vrouwen 7 0 0 7
Royen, Mannentester 0 2 2 12
Verhulst, Laatste Liefde Van 3 3 6 20
Total 11 12 11 101
mistakes / quotes 0.26 0.23 0.55 0.66
neural +precision Forsyth, Cobra 0 1 3 25
Japin, Vaslav 2 4 0 58
Proper, Gooische Vrouwen 5 0 1 9
Royen, Mannentester 0 1 1 13
Verhulst, Laatste Liefde Van 0 2 5 22
Total 7 8 10 117
mistakes / quotes 0.16 0.15 0.50 0.76
neural +recall Forsyth, Cobra 0 1 2 22
Japin, Vaslav 2 0 0 28
Proper, Gooische Vrouwen 5 0 1 7
Royen, Mannentester 0 0 1 8
Verhulst, Laatste Liefde Van 0 0 3 16
Total 7 1 7 81
mistakes / quotes 0.16 0.02 035 0.53
neural +F1 Forsyth, Cobra 0 0 2 23
Japin, Vaslav 1 0 0 32
Proper, Gooische Vrouwen 5 0 0 7
Royen, Mannentester 0 1 1 8
Verhulst, Laatste Liefde Van 0 0 3 19
Total 6 1 5 81
mistakes / quotes 0.14 0.02 0.25 0.53

Table 11: Mistakes per quote type on the RiddleCoref test novels.
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