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Abstract

Scientific writing is assumed to have become
more informationally dense over time (Halli-
day, 1988; Biber and Gray, 2016). Given that
scientific writing is intended for communica-
tion between experts, we hypothesize a ten-
dency towards optimizing language use by striv-
ing for a balance between highly informative
content and a conventionalized style of writing.
We study this by means of fractal analysis, ask-
ing whether the degree of informativity has be-
come more persistent with predictable patterns
of gradual changes between high vs. low in-
formational content, indicating a trend towards
an optimal code for scientific communication.
Specifically, surprisal is used to measure infor-
mativity and the Hurst exponent is used as a
long-term dependence measure for fractality
analysis, quantifying the degree of persistence
of informativity in scientific texts.

1 Introduction

Fractals are the product of dynamic systems and
refer to structures that are self-similar, i.e. repeat
themselves on every level of scale, indicating re-
current patterns. While fractality has its origin in
mathematics by researcher Benoit Mandelbrot, it
has been applied to a wide range of fields which
consider complex dynamic systems, such as biol-
ogy (Das et al., 2016) or music (Sanyal et al., 2016).
Language is a complex dynamic system that shows
inherent fractal patterns, especially in language
evolution, language processing, change in language
use, acquisition or development (e.g., Cordeiro et al.
(2015); Gao et al. (2016); Mohseni et al. (2021)).
This dynamic perspective on language allows us
‘to tease out the processes through which a phe-
nomenon unfolds’ (Halliday, 2007, 362).

In this paper, we are interested in how English
written scientific communication has evolved over
a period of ~ 330 years from its beginnings (1660s)
up to modern science (1990s). One general hypoth-
esis for the development of scientific writing is that
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it has become increasingly informationally dense
over time (Halliday, 1988; Biber and Gray, 2016),
moving from increased clausal to increased phrasal
complexity (i.e. from a verbal towards a heavy nom-
inal style). Given that scientific writing is intended
for communication between experts, we hypothe-
size a tendency towards optimizing language use
by striving for a balance between highly informa-
tive content and a conventionalized style of writing.
We measure the informativity of scientific texts us-
ing the information-theoretic measure of surprisal,
i.e. a word’s predictability in context. The more
predictable a word is in its context, the less its in-
formativity (e.g. function words are low in informa-
tivity as they are quite predictable given particular
contexts, consider e.g. the expression on behalf of,
were of is quite predictable given on behalf), while
lower predictability indicates high informativity
(as e.g. for scientific terms). By means of fractal
analysis, we compute the Hurst exponent (Riley
et al., 2012) of informativity arcs, asking whether
over time the degree of informativity has become
more persistent with texts showing gradually in-
creasing and decreasing patterns of informativity
(higher Hurst exponents) which repeat themselves
in a text (indicated as self-similarity) or whether
informativity tends to fluctuate within a text (low
Hurst exponents) without a recurrent pattern.

2 Data and Methods

2.1 The Royal Society Corpus

Our data set consists of the Proceedings and Trans-
actions of the Royal Society of London from the
RSC corpus (Kermes et al., 2016; Fischer et al.,
2020; Menzel et al., 2021), which covers a vast
amount of English scientific writing from its be-
ginnings in 1665 up to 1996. Given the prominent
role of the Royal Society of London in scientific
publishing, its articles have not only been used
for diachronic linguistic studies (Atkinson, 1999;
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Moessner, 2009; Biber and Conrad, 2014; Feltgen
et al., 2017; Degaetano-Ortlieb and Teich, 2019;
Degaetano-Ortlieb, 2021), but also for historical
and cultural analysis (Hunter et al., 1989; Purver,
2013; Moxham and Fyfe, 2018; Degaetano-Ortlieb
and Piper, 2019). The corpus consists of 47,837
texts, Table 1 showing the no. of texts and tokens
across 50-year time spans.!

Years Texts Tokens
1665-1699 1.325 2.582.856
1700-1749 1.686 3.414.795
1750-1799 1.819 6.342.489
1800-1849 2.774 9.112.274
1850-1899 6.754 36.993.412
1900-1949 | 10.011 65.431.384
1950-1996 | 23.468 172.018.539

Table 1: Corpus size by texts and tokens according to
approx. 50 years periods for the RSC corpus

In terms or processing, the RSC has been built
in accordance with the FAIR principles (Wilkinson
et al., 2016). While there is an extensive descrip-
tion of the corpus building procedure in Kermes
et al. (2016) and Fischer et al. (2020) as well as
a description of meta-data annotation in Menzel
et al. (2021), we describe here some processing
steps and information on meta-data relevant to this
paper. Inspired by the principles of Agile Soft-
ware Development (Cockburn, 2001; Voormann
and Gut, 2008), corpus pre-processing, corpus an-
notation and linguistic analysis are intertwined and
repeated cyclically. Thus, whenever problems with
the corpus quality are detected by way of analy-
sis, procedures are established to overcome these
as good as possible. While we strive to maintain
high quality data for the RSC, we recognize that
there is always room for improvement, and we
continually work towards enhancing the corpus
dataset to the best of our ability. To tackle the
problem of OCR-based text material, especially
in the earlier periods, in version 6.0 of the RSC,
we integrate the Noisy-Channel Spell Checker by
Klaus et al. (2019) for a better recall and F-score
at the cost of some loss in precision compared to a
previously adopted method of pattern-based OCR
post-correction. Considering meta-data, besides
author and year of publication, which we use in
this paper, there are various attributes on publica-
tion related information (e.g., journal, issn, text
type), time slices (e.g., decades, 50-year periods)

'We excluded texts shorter than 200 sentences given that

the Hurst exponent might not work well on very short se-
quences.
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and textual information (e.g., pages, sentences) (cf.
Fischer et al. (2020); Menzel et al. (2021)).

2.2 Informativity

Informativity is an information-theoretic notion
measurable by surprisal (Shannon, 1948), which
provides a useful tool for quantifying and analyzing
informativity across linguistic contexts. Surprisal
is defined as the negative log probability of an event
measuring the amount of information conveyed by
an event in bits:

ey

where S(w;) represents the surprisal of the current
word w; and P(w¢|w;—1,wy—o, wy—3) represents
the probability of the current word w; given the
previous three words w;_1, w¢_9, w—3. The loga-
rithm is typically taken in base 2, so that the unit
of measure is bits of information. The intuition is
that words with low probability convey more in-
formation than words with high probability. In the
context of linguistic communication, an utterance
with low surprisal conveys relatively little informa-
tion, while an utterance with high surprisal conveys
more information. We use surprisal to measure the
degree of informativity of tokens in the RSC cor-
pus. As the corpus presents noticeable variation
in terms of corpus size and vocabulary size over
time, we calculate the average surprisal value of
each word in a given time period (here: decade),
normalized by the vocabulary size:

S(wt) = — log P(wt|wt_1, Wr—2, wt_3)

iy S (w;) )
N

where S(w;) is the surprisal value of word w;, and
N is the number of types in the corpus for the given
time period. This controls for the effects of vocab-
ulary size and corpus size on the average surprisal
values, allowing us to make a fair comparison be-
tween time periods.

The probabilities needed for surprisal calculation
are obtained by considering slices of decades, i.e.
given a text, surprisal of each word in the text is
calculated based on the probabilities of the words
in context in the decade.?

2.3 Fractality

We measure the fractality of sequences with the
Hurst exponent, computed on series of surprisal
*Note that the RSC provides surprisal annotation at the

token level based on decades, 50-year periods, and the whole
corpus and given the pre-processed material.



values averaged on sentences for each RSC text.
Recently, fractality has been applied to analyze
dynamics in language use such as sentiment arcs
in stories (Gao et al., 2016), on stylometric and
sentiment features finding correlations to the per-
ceived ‘beauty’ of a text (Cordeiro et al., 2015; Biz-
zoni et al., 2022), and for determining differences
between fiction and non-fiction texts (Mohseni
etal., 2021). A Hurst exponent >0.5 indicates rela-
tively smooth transitions between highly informa-
tive and less informative sentences, i.e. rather grad-
ual changes in informativity pointing to a relatively
uniform information distribution (cf. uniform infor-
mation density hypothesis (UID) (Jaeger and Levy,
2007; Jaeger, 2010)). These transitions will form
patterns which are repeatedly encountered in a text
(i.e. self-similarity of persistent trends). In our spe-
cific case of studying scientific writing, we would
expect a rather high Hurst exponent, which would
confirm our hypothesis towards striving for a bal-
ance between highly informative content and a con-
ventionalized style of writing for expert-to-expert
communication. On the other hand, a Hurst ex-
ponent <0.5 would suggest rather abrupt changes
between more vs. less informative sentences (i.e.
anti-persistent trends), which we would not assume
to be the case.

We estimate the Hurst exponent by Adaptive
Fractal Analysis (AFA) (Gao et al., 2011), by which
time series (here: sentences in a text) are partitioned
into overlapping segments of length w = 2n + 1,
where neighboring segments overlap by n + 1
points. In each segment, the time series is fitted
with the best polynomial of order M using standard
least-squares regression. The fitted polynomials in
the overlapping regions are then combined to yield
a single global smooth trend (cf. Riley et al. (2012)
for an introduction). The Hurst exponent is esti-
mated based on the fluctuations around this trend
and the scale at which these fluctuations occur. The
original time series is denoted by x1, 2, ..., z7 and
the fitted polynomials for the i*" and (i 4 1)**
segments are denoted by y;(l1) and y;41(l2), re-
spectively, where [1,lo = 1,2,...,2n + 1. The
fluctuations around the smooth trend’s mean m can
be measured by the residuals: residual; = x; - m.
The scale-dependent fluctuations can be measured
by the fluctuation function F'(n), which is given
by:

1 n
— Z residual?
n

i=1

F(n) 3)
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The Hurst exponent H is estimated as the slope
of the regression line of log F'(n) against log n.

3 Analysis

Using the Hurst exponent, we ask whether the dis-
tribution of informativity within the RSC texts be-
comes more persistent over time, which would in-
dicate a more uniform and smooth distribution of
information within articles, i.e. a more persistent
informativity profile.

Informativity is measured by surprisal (cf. Sec-
tion 2.2). Example (1) shows a sentence with low
informativity on average (4.6 of surprisal), where
words are relatively predictable given their previous
context (such as Newron given Sir Isaac). Exam-
ple (2) shows a sentence which is higher in infor-
mativity on average (surprisal of 8.1), where illus-
trated is relatively unpredictable given its previous
context (compare to the more explicit version which
occurred and which illustrated which would lower
the average informativity). Example (3) presents a
highly informative sentence (surprisal of 10.9) due
to the terms used in it.

(1) Ands.29 thaty g7 somethinggjg likes .40 this7.12
musts.s2 bep.gs thessg Cases.g2 ,2.84 appearsiz.on
fromo g1 whatggo Sirs.os Isaacg.11  Newtong as
hass g6 saidg g4 upony.gg thisz. 42 Subjects.¢7 .3.14 (J.T.
Desaguliers 1724, average sentence surprisal 4.6)

Anotherig.09 effectg.1¢ whichg 91 occurredig s
illustratedis.13 thes 1o sames.2s point7.aa .4.61 (M.
Faraday 1846, average sentence surprisal 8.1)

@

3

Her 49 alsos.45 acceptedg.ss Vani2.g2 Slykeg.12 amino-
Na2s.48 determinationsie.s4 .3.54 (R.L.M. Synge et al.
1990, average sentence surprisal 10.9)

We compute the Hurst exponent on the articles’
sentence-based informativity arcs. Figure 1 and 2
show the lines of two arcs with extremely high
(H =0.92) vs. low (H = 0.27) exponents. Informa-
tivity is on the y-axis of Figure 1a and 2a with the
time series of the texts (i.e. sentences) on the X-
axis. Figure 2a shows high fluctuations around the
mean with rather abrupt changes in surprisal val-
ues, while Figure 1a shows a much smoother trend,
with smaller and gradual changes in informativity
from low to high and vice versa. Figure 1b and 2b
present a globally smooth trend signal, represented
as a polynomial fit on the detrended informativ-
ity profile>. A detrended profile is a profile where
the datapoints’ values are subtracted to the mean;

3With linear trend (m1), quadratic trend (m2), and cubic
trend (m3).
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(b) Detrended profile: three alternative polynomial fits.

Figure 1: Informativity profiles (raw and detrended) of
a text with high Hurst exponent (H = 0.92).

polynomial fits on such a signal allow us to esti-
mate the series’ underlying systematic components
and to forecast its long-term behaviour (see also
Riley et al. (2012) on obtaining global lines, i.e.
detrended lines).

In general, texts with a low Hurst exponent con-
tain sentences with strongly varying averages in
surprisal (low-high-low etc), while texts with a
relatively high Hurst exponent are built up by se-
quences of sentences presenting a gradual increase
or decrease in surprisal (low-lower-high-higher-
highest-higher-high-lower-low etc). Thus, a Hurst
exponent of >0.5 indicates long-term trends in
the informativity profile of a text and more per-
sistent patterns (e.g. a gradual increase in infor-
mativity followed by a gradual decrease or vice
versa). A Hurst exponent of 0.5 indicates abrupt
changes with unpredictable peaks and troughs in in-
formativity, while a value of <0.5 suggests an anti-
persistent trend, i.e. a trend reverting constantly to
the mean through a "zig-zag"-like behaviour.

Figure 3 shows an overall trend of the Hurst ex-
ponent for the RSC texts averaged over each year,
with the averaged exponent value on the y-axis and
years on the x-axis. For almost all years the Hurst
exponent is >0.5. From the 1650s to 1800 there

*To best show mean-reverting patterns, (b) excludes the
first and last ten sentences of the article.
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(a) Informativity profile of a text as its surprisal (y-axis)
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Figure 2: Informativity profiles (raw and detrended) of
a text with low Hurst exponent (H = 0.27).*
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Figure 3: Hurst exponent of RSC texts over time aver-
aged on each year.

is an increase, followed by a plateau until 1900
and a slight decrease until the 1990s. Spearman’s
correlation between average Hurst and the articles’
publication date is positive and significant until
roughly the late 18th century (0.43), negative and
significant from the beginning of the 20th century
(-0.79), and non-significant in-between. This in-
dicates that the RSC texts show rather persistent
informativity sequences, a tendency that becomes
stronger through the 18th century, i.e. changes in
informativity across the texts become more coher-
ent showing recurrent patterns of change in a text.
This is in line with psycholinguistic accounts on
language processing. Given that smoother signals
of informativity have shown to be related to less
processing effort (Jaeger and Levy, 2007; Jaeger,
2010), the observed change might indeed indicate



change towards more coherent texts in English sci-
entific writing to serve expert-to-expert communi-
cation, where a smoother signal indicates a more
uniform distribution of information that goes be-
yond the sentence unit.

However, after a relatively stable period, infor-
mativity profiles become slightly less persistent
in the 20th century. This could indicate a devel-
opment of a scientific code at pressure given the
highly demanding process of increased specializa-
tion, i.e. growing specialized domains, in which
formulaic language and grammatical consolidation
are combined with an increasingly diverse, domain-
specific use of terminology. These high demands
might introduce sharper changes in the informativ-
ity profiles of more contemporary articles, leading
to the slight disrupt of the "smoothness" of the
informativity trends, slightly lowering the overall
Hurst score.

Finally, it is worth noting that while the texts’
average Hurst exponent oscillates through macro-
periods (here centuries), its variance and standard
deviation decline steadily (Table 2 and Figure 4),
i.e. the differences between the articles’ informa-
tivity profiles becomes smaller — scientific authors
converging on a particular range of informativity
profiles.

Measure Spearman corr. Kendall corr.
Mean 0.160 0.076
Variance | -0.664* [-0.83,-0.4] -0.517*[-0.74, -0.2]
Std -0.619* [-0.8,-0.33]  -0.476* [-0.71,-0.13]

Table 2: Correlations between time and Hurst’s decade-
based average, variance, and standard deviation. All
measures were taken starting from 1700, to avoid dis-
tortions induced by the data scarcity of the 17th century.
*indicates p-values <0.05; confidence intervals for al-
pha=0.05 are in brakets.

4 Conclusion

We have modeled fractality for English scientific
texts given their informativity over time on the
RSC Corpus, showing a general trend towards the
use of smoother informativity profiles. This is in
line with previous accounts on information density,
which hypothesize uniform distributions to ease
processing cost (Jaeger and Levy, 2007; Jaeger,
2010). Here, we have shown that this also adheres
at the textual level. Considering that scientific writ-
ing is meant for expert-to-expert communication,
being subject to increased processes of specializa-
tion, more contemporary scientific writing shows
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Figure 4: Standard deviation for each decade in our cor-
pus starting 1700, with a polynomial fit. The standard
deviation diminishes almost linearly, which seems to
indicate a progressive stylistic convergence.

trends towards slightly less smoothed signals, with
stronger alternations between more conventional-
ized, formulaic vs. highly specialized informational
content. At the same time, we observed a strong
converging trend indicated by a significant reduc-
tion in variance and standard deviation of the Hurst
exponent. In future, we would like to see whether
this notion of an optimized informativity signal
is observable in the development of other regis-
ters. Also, there might be discipline-specific trends
which would shed light on processes of specializa-
tion and diversification among scientific disciplines.
Moreover, as we continuously work on enhancing
corpus quality, we would like to have a through
analysis of possible confounds that might have an
impact on surprisal as well as fractality calculation.
This will lead us to uncover more comprehensively
source for changes in fractality. Also, as we here
have applied one of the most simple ways of calcu-
lating fractality, we want to experiment with other
measures in order to evaluate their performance for
this task.
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