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Abstract

The presence of bias is a clear and pressing
concern for both engineers and users of lan-
guage technology. What is less clear is how
exactly bias can be measured, so as to rank
models relative to the biases they display. Us-
ing an innovative experimental method involv-
ing data augmentation, we measure the effect of
intersectional biases in Danish models used for
Named Entity Recognition (NER). We quantify
differences in representational biases, under-
stood as a systematic difference in error or what
is called error disparity. Our analysis includes
both gender and ethnicity to illustrate the ef-
fect of multiple dimensions of bias, as well as
experiments which look to move beyond a nar-
rowly binary analysis of gender. We show that
all contemporary Danish NER models perform
systematically worse on non-binary and minor-
ity ethnic names, while not showing significant
differences for typically Danish names. Our
data augmentation technique can be applied on
other languages to test for biases which might
be relevant for researchers applying NER mod-
els to the study of textual cultural heritage data.

1 Introduction

Issues of bias and discrimination are essential in
contemporary Natural Language Processing (NLP).
Research has consistently pointed to bias in word
embeddings (Kurita et al., 2019; Manzini et al.,
2019), and for downstream tasks such as corefer-
ence resolution (Zhao et al., 2018), and language
generation (Sheng et al., 2021). Several survey pa-
pers have also mapped out the landscape of bias
research in the field of NLP, showing a lack of
clear definitions of bias and normative motivation
in NLP bias research (Blodgett et al., 2020); and
further emphasising the lack of explicit theorising
over the concept of "gender" even when gender bi-
ases are the primary concern of a paper (Devinney
et al., 2022); and pointing to lack of considerations
about the ethical implications of biases in NLP
frameworks (Stanczak and Augenstein, 2021).

In this paper, we build on these findings and
contribute to ongoing work measuring and quan-
tifying the effects of biases in NLP. We focus on
one specific downstream task, namely Named En-
tity Recognition (NER), and we focus only on the
Danish language. We examine error disparities as a
function of sensitive features (Borkan et al., 2019;
Shah et al., 2020), where earlier work has shown
differences across different demographic groups,
namely gender and ethnicity (Enevoldsen et al.,
2021; Kristensen-McLachlan et al., 2022).

Existing work has highlighted how unintended
bias in NLP systems leads to systematic differences
in performance for different demographic groups
(Borkan et al., 2019; Gaut et al., 2020; Zhao et al.,
2018). In response to these results, various frame-
works, fairness metrics, and recommendations for
the field have been developed to quantify and mit-
igate bias (Shah et al., 2020; Borkan et al., 2019;
Czarnowska et al., 2021; Gaut et al., 2020; Blod-
gett et al., 2020). Additionally, a growing body of
work has demonstrated how Counterfactual Data
Augmentation (CDA) of training data can be used
to mitigate biases in NLP frameworks. This ap-
proach has been used for coreference resolution
(Zhao et al., 2018), and its applicability has been
shown for a broader set of NLP tasks (Lu et al.,
2020). We propose another use of data augmenta-
tion, namely as a method to fest the robustness of
NLP models and uncover potential social biases in
the models.

Informed by intersectional feminism (Crenshaw,
2013), we expand on earlier analysis to investi-
gate the effect of different dimensions of bias and
prejudice. The fundamental idea in intersectional
feminism relates to how multiple dimensions of
inequality result in complex, intersected inequality
that cannot be accounted for through an isolated
analysis of the single inequalities. For example,
minority women might experience other types of
discrimination than majority women and still others
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than those experienced by minority men.

As the discussion and investigation of bias re-
quire more than a narrow focus on the overall per-
formance score, adding nuances to bias tests opens
up new findings and further reflections. In this
paper, we examine how names mainly used by mi-
nority communities and names used by different
genders affect the performance of NER models
together. Including non-gendered names in our ex-
periment, we furthermore look to challenge the bi-
nary understanding of gender dominating the field
of bias research.

Our experiments are limited to Danish, a rela-
tively high-resource language from a fairly homo-
geneous society with a restrictive gendered name
law. Our results demonstrate that for contempo-
rary Danish NER, error disparity is not evenly dis-
tributed across social groups and genders. This
result adds significant nuances to the discussion
of bias outlined in earlier iterations of this study
(Enevoldsen et al., 2021; Kristensen-McLachlan
et al., 2022) by highlighting the importance of nu-
anced perspectives on performance scores (Birhane
et al., 2022) and encouraging awareness of who is
affected by NLP pipelines.

In drawing attention to differences in perfor-
mance across sensitive attributes, our focus is on
biases as representational harms (Crawford, 2017).
The harmful aspects derive from the consequences
of being excluded from the functionalities of auto-
mated systems employed in specific contexts. Com-
munities and individuals who are unrecognised risk
falling into the residual space of being unseen and
treated as irrelevant (Star and Bowker, 2007). In
the case of textual cultural heritage, this manifests
itself as archival silence, the absence of certain
voices, stories, and histories (Carter, 2006). We ar-
gue that it is vital for those studying textual cultural
heritage data with language technology to be able
to measure the kinds of bias we outline, in order to
avoid reproducing this silence.

2 Biasin NLP

According to one influential definition, bias in com-
puter systems can be defined as systems which ‘sys-
tematically and unfairly discriminate against cer-
tain individuals or groups of individuals in favour
of others’ (Friedman and Nissenbaum, 1996). This
can be further broken down to distinguish between
preexisting biases with roots in institutions, prac-
tices, and attitudes; technical biases arising from

the resolution of issues in the technical specifica-
tions; and emergent bias which occurs in a use-
context after the implementation of a given sys-
tem. It has furthermore been suggested to include
‘freedom of bias’ in the criteria for good computer
systems.

Blodgett et al. (2020) provide a survey of bias
research in NLP specifically and present a concep-
tual framework to characterize and compare biases.
Drawing on earlier work (Crawford, 2017), they
distinguish between allocation bias and represen-
tational bias. The former is a difference in the
allocation of resources and opportunities; while
the latter is differences in representations, such as
stereotyping and negative generalisation of social
groups. Representational bias furthermore includes
differences in system performance, such as how
well an automated system performs for different
demographic groups.

We focus on representational bias as differences
in system performance, measured as differences
in error on a particular task. Crawford (2017) em-
phasise representational bias as harmful in itself,
mirroring the ideas of an emergent bias in Fried-
man and Nissenbaum (1996). Further bias emerges
when systems whose performance differs system-
atically across different demographic groups are
implemented.

In social science and humanities, researchers
who apply NLP tools in their work need to con-
sider such performance differences when deciding
which framework to use. For example, a researcher
working in the field of gender history might need
their models to be particularly robust with respect
to gender; a scholar of social media might have a
specific reason to require that their model is par-
ticularly robust to different ethnicities represented
in their data. For those who work with cultural
heritage data, there may therefore need to be a nec-
essary trade-off between the overall accuracy of a
particular framework and the bias that it exhibits
relative to different groups.

In the following section, we outline how existing
societal biases in Denmark make it crucial to test
NLP frameworks for technical biases.

2.1 Intersections of discrimination

Injustices encountered by social groups can rarely
be accounted for through a single variable (such
as either gender or race) but interacts with other
systems of oppression (such as race, age, class,
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majority  minority
women A B
men C D

Figure 1: The intersectional subgroups A = majority
women, 3 = minority women, C = majority men, D =
minority men, are defined by combinations of senstive
attributes — in this case gender and ethnicity (Subrama-
nian et al., 2021).

disabilities, education level, etc.). This has been
termed intersectionality as different dimensions
of oppression intersect and affect the encountered
injustice (Crenshaw, 2013).

Nevertheless, most research on bias in machine
learning - and in NLP specifically - focuses on a
single dimension of discrimination, most often ei-
ther race (Field et al., 2021; Manzini et al., 2019)
or gender (Kurita et al., 2019; Basta et al., 2019).
If multiple bias markers are examined, the com-
bined effect is often left out of the picture (Garg
etal., 2018; Czarnowska et al., 2021; Nadeem et al.,
2021). However, recent work has shed light upon
intersectional biases in NLP. In particular, Lalor
et al. (2022) benchmark multiple NLP models on
fairness and predictive performance across various
NLP tasks. They deploy multiple demographic di-
mensions and evaluate various downstream NLP
tasks for allocation biases. Furthermore, Subrama-
nian et al. (2021) evaluate different debiasing tech-
niques and suggest a post-hoc debiasing method
particularly useful for intersectional biases. In a
more analytical line of work, Herbelot et al. (2012)
provide a quantitative analysis of concepts from
gender studies and presents a methodological ap-
proach to the investigation of intersectional bias at
the level of word representations.

In this paper, we examine representational bias
in named entity recognition in Danish NLP frame-
works. We define bias as a difference in system
performance measured by error rate as a function
of sensitive features — gender and ethnicity. To
test the error disparities for NER across different
demographic groups, we divide our data set into
subgroups functioning as proxies for the demo-
graphic subgroups in question. To do so, we use
gender-divided name lists with minority and major-
ity names, which allow us to conduct an intersec-
tional analysis of the effect of different oppressive
dimensions. We furthermore include unisex names
in our experiments in an attempt to move beyond
binary conceptions of gender.

2.2 Muslim names as a proxy for ethnic
minority

With names come strong connotations to both eth-
nicity and religion, and a name often reveals group
affiliation for individuals (Khosravi, 2012). In Den-
mark, the largest immigrant community has mem-
bers descended from Middle Eastern and Muslim
countries (Statistics Denmark, 2022). Research
has pointed out how people in this group experi-
ence various types of discrimination spanning from
harsh rhetoric in political discourse over ministe-
rial administration (Vinding, 2020) to hate crimes
(Mannov, 2021) and exclusion of labour market
(Dahl and Krog, 2018).

Given the sociological evidence, it is clearly
worth considering the impact of machine learning
technologies for a large part of the Danish pop-
ulation who is vulnerable to discrimination (J@r-
gensen, 2023, Ranchordéds and Scarcella, 2021). A
list of Muslim first names used in Denmark was
retrieved from Meldgaard (2005), which presented
the names of Muslim origin used in Denmark in
2005, together with an explanation of the meaning
of each name. As most immigrants in Denmark
come from predominantly Muslim countries, we
apply this list of names as a proxy for minority eth-
nicity. The list is furthermore divided into women’s
and men’s names.

Of course, not all minority people in Denmark
will be represented on this list of names, which
represents a known limitation of our work. Instead,
we infer only ethnicity on a group level, and as
research has shown that Middle Eastern immigrants
are being subjected to discrimination on the basis of
their names (Dahl and Krog, 2018), we argue that
testing performance for this group is a necessary
step for quantifying bias in NLP frameworks.

A name of Muslim origin might, however, not
be the only source of discrimination. Experi-
ments in which fictitious job applications were ran-
domly assigned either a Danish or Middle Eastern-
sounding name and sent to actual job openings
showed that minority men are consistently subject
to a much larger degree of discrimination than mi-
nority women (Dahl and Krog, 2018). Similarly,
experiments on commercial automated facial anal-
ysis systems for gender classification showed that
women with darker skin are the most misclassified
group (Buolamwini and Gebru, 2018). Hence, the
protected and privileged group might vary across
contexts, and to examine the intersection between
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ethnicity and gender discrimination, a proxy for
gender is needed.

2.3 Names as a proxy for gender

Denmark has a high level of formal equality, with
anti-discrimination laws ensuring constitutional
equality and discrimination protection. However,
structural oppression still exists and can be shown
in studies on the gender pay gap (Gallen et al.,
2019) as well as in statistics on violence against
women (European Union Agency For Fundamental
Rights, 2014). The work by Dahl and Krog (2018)
furthermore showed that in a labour market context,
women were subject to discrimination except in the
women-dominated fields, where men experienced
a slightly lower call-back rate.

Using a gendered name list as a proxy has advan-
tages and disadvantages. On the one hand, demar-
cating our results on proxies for gender and ethnic-
ity allows us to conduct an intersectional analysis
of the relative effect of gender and ethnicity on the
error disparities. Denmark has strict name laws rel-
ative to many other European countries, restricting
which names a person can be assigned according
to their gender (something which has been actively
criticised by citizen activist groups'). Hence we are
not only relying on a majority count of the usage
of a name but on a legal context determining the
‘gender’ of a name — highly dominated by a binary
understanding of gender.

On the other hand, the disadvantages of aug-
menting on gendered name lists are the risk of rein-
forcing a folk conception of gender (Keyes, 2018),
where gender is understood as binary and static,
and ruling out other gender identities (Dev et al.,
2021). Danish names are neither inherently nor
definitively gendered, and the implementation of
laws restricting the choice of name based on sex as-
signed at birth emphasises how ideology is present
both in Danish name laws and in the language in
general (Blodgett et al., 2020).

Instead of a bio-essential binary understanding,
gender can be conceptualised as both performa-
tive and constituted by discursive practices (Butler,
2006). With such an understanding of gender, bio-
logical sex and cultural gender are separated, and
neither can be inferred from a name or physiologi-
cal appearance. Introducing ourselves with certain
names and pronouns can be one way of performing

!See Ligebehandling for alle (2021) for citizen proposal
for abolishing of the gender-separated name lists including
critique and explanations (is available in Danish).

a gender but is not the only way. It may, therefore,
still be problematic to use gendered name lists to
infer the gender of an individual. However, as men-
tioned above, we only infer at the group level to as-
sess the potential biases for different demographic
groups when subjected to NLP frameworks. Fur-
thermore, we do not link names to pronounces and
do not draw conclusions about individual gender
identity.

In an attempt to go beyond a solely binary under-
standing of gender, we include unisex names which
are culturally understood as being used by both
men and women. However, it should go without
saying that non-binary people do not specifically
use these names, and it might be an insufficient
way of challenging the binary concept of gender.

We do not claim that these proxies for either
gender or ethnicity are perfect. However, as we do
not infer values of sensitive attributes at the level of
individuals but examine structural differences at the
group level, we find these proxies highly productive
for examining differences in system performance
for different demographic groups and to expand
earlier analysis by considering the intersection of
oppressive dimensions.

Given these qualifications, our experiment in
data augmentation is motivated by the following
research questions:

* RQ1 Does system performance differ across
the subgroups shown in Figure 1?

* RQ2 Does system performance differ for uni-
sex names compared to majority names?

* RQ3 Does system performance for the dif-
ferent groups differ across the selected NLP
frameworks?

In order to answer these questions, we test the
system performance on all known systems for per-
forming Danish NER.

3 Method

We define bias as the systematic difference in error,
error disparity, as a function of a given sensitive
feature (Shah et al., 2020). We deploy Counterfac-
tual Data Augmentation (CDA) (Lu et al., 2020),
not as a way of debiasing the framework, but as a
test method for examining error disparity across
different sensitive features. In other words, bias
in the model is measured through the difference
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in performance accuracy when data is augmented
with different gender and ethnicity features.

In Enevoldsen et al. (2021), a range of contem-
porary Danish NLP frameworks was subjected to a
series of data augmentation strategies to test their
robustness during training. These augmentations
included random keystroke augmentation to simu-
late spelling errors; and spelling variations specific
to the Danish language. Additionally, among the
augmentation strategies were the following name
augmentations:

1. Substitute all names (PER entities) with ran-
domly sampled majority names, respecting
first and last names.

2. Substitute all names with randomly sampled
minority names (Meldgaard, 2005), respect-
ing first and last names.

3. Substitute all names with sampled majority
men’s names, respecting first and last names.

4. Substitute all names with sampled major-
ity women’s names, respecting first and last
names.

These augmentations specifically tested the ro-
bustness of named entity recognition in each Dan-
ish NLP framework, given data augmented relative
to gender and ethnicity. If a framework performed
just as well (or better) with these augmentations
as without, this was interpreted as an indicator of
robustness. Conversely, if a framework performed
worse, our approach makes it possible to quan-
tify exactly where the model is failing and, hence,
where potential biases reside.

We expand on this analysis by testing the dispar-
ities in performance across different dimensions of
sensitive attributes, namely gender and ethnicity.
This is done by dividing minority names into gen-
der. Instead of relying on a solely binary concep-
tion of gender, we furthermore test the robustness
of named entity recognition in each Danish NLP
framework for names on the unisex name list.

Hence, adding to the above list:

5. Substitute all names with sampled minor-
ity women’s names, respecting first and last
names.

6. Substitute all names with sampled minority
men’s names, respecting first and last names.

7. Substitute all names with sampled unisex
names, respecting first and last names.

3.1 Danish NLP frameworks

We have attempted in this experiment to draw on all
existing frameworks which can be used to perform
NER on Danish language data. Each framework
uses different architectures and training data.

spaCy uses pre-trained word-embedding ini-
tialised using a tok2vec component’.  For
the purposes of this experiment, we have
not included spaCy’s Transformer-based model,
da_core_news_trf, since it corresponds to the
DaCy-medium outlined below.

DaCy (Enevoldsen et al., 2021) is a unified
state-of-the-art framework for Danish NLP built
on spaCy. DaCy-small is based on a Danish Elec-
tra (14M parameters); DaCy-medium is based on
the Danish BERT (110M parameters)®; and DaCy-
large is based on the multilingual XLM-Roberta
(550M parameters).

ScandiNER* is a model trained for NER across
many Scandinavian languages including Danish.
The model itself is a finetuned BERT-base model
trained on the digitised collections of the Norwe-
gian national library®>. While explicitly referred
to as a Norwegian model, it has been trained on
a wide range of data and has proven to be highly
performant on Danish text data ©.

Flair (Akbik et al., 2019) is a BILSTM-based
model which has demonstrated high levels of per-
formance on Danish as well as similar languages,
such as English and German. BiLSTM models
tend to be computationally more expensive to train
than Transformers due to their use of recurrence.
However, BILSTM models like Flair continue to be
popular and are hence included in our experiment.

Polyglot employs a static word embedding
model using word embeddings trained on
Wikipedia (Al-Rfou’ et al., 2013). While not as
widely used as it once was, we have included
this model to illustrate differences in performance
between older models and more state-of-the-art
Transformer-based models.

Many of these models are built on top of BERT-
style architectures. In the case of English, models
from this family have been shown to encode spe-

*https://explosion.ai/blog/deep-learning-for
mula-nlp
3https://huggingface.co/Maltehb/danish—bert—b
otxo
4https://huggingface.co/saattrupdan/nbailab—b
ase-ner-scandi
5https://huggingface.co/NbAiLab/nb—bert—base
6https://scandeval.github.io/
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Data set overview All  Filtered
Nr. of unisex first names 500 500
Nr. of majority first names 1,000 943
women’s names 500 485
men’s names 500 458
Nr. of majority last names 500 500
Nr. of minority first names 1,134 1,121
women’s names 452 443
men’s names 625 621
Nr. of minority last names 526 526

Table 1: The number of names used in the data augmen-
tation: The left column is the number of names; 500
majority names for men, women, and unisex are cho-
sen to match the number of minority names. The right
columns show the number after the overlap between
majority and minority lists is filtered away. The number
of minority women’s and men’s names do not amount
to the total number of minority names due to an overlap
of names, which is not filtered out.

cific biases across multiple axes of discrimination
(Bender et al., 2021). It has also been demonstrated
that BERT-style models have a tendency to learn
stereotypical representations (Kurita et al., 2019).
Previous work has shown that all Danish models
exhibit statistical significant bias in terms of eth-
nicity, while only Polyglot shows a gender bias
(Enevoldsen et al., 2021). As such, we expect to
see similar results when testing Danish NER mod-
els, with poorer performance for the subgroups
marginalised among more than one dimension.
All models are fine-tuned on the DaNE dataset
(Hvingelby et al., 2020) with the exception of Poly-
glot, which is trained using the Wikipedia data.

3.2 Data

As described in Section 2 the list of minority names
is retrieved from Meldgaard (2005) containing
~ 1,000 names. For minority last names, a list
of Muslim last names are retrieved from FamilyE-
ducation’. The majority and last names lists are
retrieved from Statistics Denmark®, filtered on the
500 most used names for men, women, and last
names to approximately match the number of mi-
nority names. Finally, the list of unisex names is
retrieved from The Agency of Family Law® we

7https://www.familyeducation.com/baby—names/s
urname/origin/muslim

8https://www.dst.dk/da/Statistik/emner/borger
e/navne/navne-i-hele-befolkningen

*https://familieretshuset.dk/navne/navne/godk
endte-fornavne

121

have filtered on the 500 most popular unisex names
according to the data from Statistics Denmark.

As the list of Danish names consists of popu-
lar names in Denmark, there is an overlap of 75
names also classified as minority names according
to the list from Meldgaard (2005). To report the
true effect of the minority names, we have filtered
out those such that they only appear in the list of
minority names - resulting in 458 majority men’s
names and 485 majority women’s names.

For example, as Mohammed is a common name
in Denmark with Islamic origin, it occurs in both
the majority and minority name lists. However,
Mohammed is most likely a name being subjected
to discrimination in line with the work by Dahl and
Krog (2018). Therefore, we have filtered it out to
only occur on the list of minority names. However,
we found some names impossible to classify as
either majority or minority names, and we included
them in both lists. This includes names like Sara,
Sarah, Laila, and Ben. A similar sorting of the
overlap between the gendered name lists and the
unisex name lists is not meaningful, as it is the very
definition of the unisex names that they can be used
by all genders. Table 1 provides an overview of the
number of names for each category'?.

The experimental pipeline is set up as follows.
For each sentence in the DaNE dataset, we aug-
ment the dataset by replacing each "PERSON" en-
tity with a name randomly sampled from one of
the given lists. To avoid nonsensical sentences, we
ensure that within one document, a specific name is
always replaced by the same name. Following this,
the NER performance for all models is tested on the
augmented data, estimated by calculating F1 scores
across all tags. As the random choice of name in-
fluences the performance, we repeat this process 20
times for each model to estimate a mean F1 score.
Finally, we used a t-test to compare whether the
F1 scores obtained on the augmented data varied
significantly from the baseline. For the baseline,
we used the majority names for both genders (see
Table 2. As we perform multiple comparisons, we
make sure to adjust the p-values using a Bonferroni
correction.

The name augmentation was performed using
Augmenty (Enevoldsen, 2022) and the model eval-
uation was performed using DaCy framework. All
code is publicly available and open source, shared

10Gee https://github.com/centre-for-humanitie

s-computing/Danish-NER-bias/tree/main/name_lists
for complete name lists
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using an Apache 2.0 license!!.

4 Results

In Table 2, we see the results of the name augmen-
tation experiments. We see that larger, transformer-
based models consistently outperform other models
on NER tasks. These results underline three well-
known trends in deep learning and NLP: 1) larger
models tend to perform better than smaller models;
2) higher quality pre-training data leads to better
models; and 3) multilingual models perform com-
petitively with monolingual models (Brown et al.,
2020; Raffel et al., 2020; Xue et al., 2021).

More pertinently, our results show that the NER
performance of every model is affected by the data
augmentations. It is immediately apparent, though,
that not all models are affected equally, and not
all augmentations cause pronounced effects. Our
results seem to demonstrate that Danish language
models are relatively more robust to the impact of
randomly changing women and men’s names at the
majority level. However, this is not the case for uni-
sex names, where our results show that a/l Danish
NLP models are significantly worse at recognising
these compared to gender-conforming names.

Similarly, randomly replacing names with mi-
nority names results in significantly worse perfor-
mance for all models. This suggests that Dan-
ish NLP models contain a greater relative bias
regarding ethnicity than the binary gender divi-
sion, emphasised by the results showing that all
models performed consistently better for major-
ity women’s names than for minority men’s names.
For ScandiNER, all DaCy models, DaNLP BERT,
Flair, and NERDA, the performance for minority
women’s names and minority men’s names are sim-
ilar - but still significantly lower than names from
’majority all’. For Polyglot and the spaCy models,
the performance for minority women is worse than
those for minority men. Especially interesting are
the results from DaCy Large, where there is no
apparent bias for minority names if intersection-
ality is left out of the picture. However, a bias
towards minority women is shown when minority
names are divided into men’s and women’s names.
ScandiNER performs overall best of all models,
and even though it shows bias towards *minority
all’ and *minority men’, it still outperforms DaCy

HSee https://github.com/centre-for-humanitie
s-computing/Danish-NER-bias for code for the experi-
mental pipeline

Large, which do not show the same bias in error
rate for these groups.

One could argue that for the best performing
models, ScandiNER, and the DaCy models, the
differences in F1 scores are overall negligible.
However, as small differences accumulate when
used on large corpora we argue that even seem-
ingly small differences (which are statistically sig-
nificant) should be taken into consideration in an
NLP pipeline. This becomes more pronounced
when one considers the increase in error rate. The
best performing model is ScandiNER shows a
7% increase in error from ‘majority all’ to ‘mi-
nority women’. Similarly, for DaCy medium this
amounts to an increase in error rate of 17%. For the
poorest performing Polyglot model, we calculate a
72% increase in error rate.

Hence, according to Figure 1, we conclude that
Danish NLP frameworks perform best for sub-
groups A and C (majority people). On the other
hand, the models perform significantly worse for
subgroups B and D (minority people), and some
models are worst for subgroup 5 (minority women)
specifically. Adding unisex names and the gen-
dered demarcation of the minority lists (see 5-7 in
the list in Section 3) to our tests shows that the
error disparity is not evenly distributed across the
social groups in Figure 1. These results open up
the narrow focus on the overall performance scores
and are significant contributions to the examina-
tion of bias started in earlier iterations of this study
(Enevoldsen et al., 2021; Kristensen-McLachlan
et al., 2022).

5 Discussion

Much of the work on representational bias focus
on system performance and the concrete impact on
individuals and groups as a result of biased mod-
els. However, we argue that similar considerations
should underlie research applications of NLP, such
as the use of language technology to study cultural
heritage data. By ignoring the disparate perfor-
mance of NLP frameworks on downstream tasks,
we risk overlooking the testimony of marginalised
voices in our corpora and archives.

Previous work has outlined how, in classifica-
tion systems, residual categories are those that are
left out when categories are established (Star and
Bowker, 2007; Scheuerman et al., 2019). By not
complying with the agreed-upon categories, the
‘other’ fall between the cracks of the categorisation
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All Men Women Unisex

Model Majority ~ Minority Majority Minority Majority Minority Majority

ScandiNER 89.1(0.4) 88.3(0.6)* 89.0(0.5) 88.4(0.4)* 89.0(0.4) 88.3(0.6)* 88.6(0.4)*
DaCy large 86.7(0.5) 86.4(0.6) 86.6(0.4) 86.3(0.4) 86.5(0.3) 86.0(0.6)* 86.2(0.5)*
DaCy medium  79.9(0.6) 77.0(0.8)* 79.6(0.5) 76.4(1.1)* 79.9(0.5) 76.6(0.7)* 78.2(0.8)*
DaCy small 77.8(1.0) 74.8(1.0)* 77.8(0.8) 74.6(1.2)* 77.6(0.8) 74.9(1.1)* 76.0(1.0)*
DaNLP BERT  83.4(0.5) 81.1(1.0)* 83.4(0.4) 81.1(0.7)* 83.6(0.5) 80.8(0.9)* 81.9(0.8)*
Flair 81.8(0.4) 79.9(0.8)* 82.1(0.5) 79.9(0.8)* 81.6(0.4) 80.0(0.7)* 79.8(0.8)*
NERDA 80.6(0.8) 78.5(1.1)* 81.1(0.8) 78.7(0.8)* 80.8(0.4) 78.5(0.7)* 79.8(0.9)*
SpaCy large 79.0(0.5) 68.7(1.3)* 79.3(0.6) 71.2(0.9)* 78.8(0.6) 66.4(1.7)* 75.8(0.8)*
SpaCy medium  78.2(0.8)  64.6(1.4)* 78.7(0.5) 66.7(1.8)* 78.3(0.5) 61.0(1.2)* 71.9(1.3)*
SpaCy small 64.8(0.7) 57.51.4)* 64.6(1.3) 57.5(1.5)* 65.1(1.4) 56.3(1.5)* 61.5(1.4)*
Polyglot 64.9(0.9) 41.7(1.3)* 66.1(0.7)*  42.1(1.2)* 63.3(1.4)*  39.5(1.0)* 57.4(1.5)*

Table 2: Named Entity Recognition (NER) performance of Danish Natural Language Processing (NLP) pipelines
reported as average F1 scores excluding the MISC category on the test set. The column *Majority All’ names is
considered the baseline for the augmentation of minority, women’s, men’s and unisex names. Bold and * denotes
that the result is significantly different from the baseline using a significance threshold of 0.05 with Bonferroni
correction for multiple comparisons. Values in parentheses denote the standard deviation.

schema. This can happen if the object is too com-
plicated to classify in the often taken-for-granted
categories or if the residual is unknown to the sys-
tem. Falling into a residual space can result in peo-
ple’s experience being disregarded or overlooked,
consciously or otherwise. In the context of named
entity recognition, the classification performed is
either recognised or unrecognised, and we argue
that people whose names are unrecognised by au-
tomated systems reside in the residual spaces.

Our results show that, for contemporary Danish
NER, there are differences in performance along
different demographic lines — differences that may
not have been obvious without testing performance
for the different subgroups. This, first and foremost,
highlights the importance of challenging the nar-
row focus on overall performance score (Birhane
et al., 2022) and sheds light upon the existence of
diversity in who is affected. Furthermore, these
results also show a difference in the risk of resid-
ing into the residual space and potentially being
disregarded and mistreated. The technical biases in
these NLP frameworks risk reinforcing the existing
structural biases if put into use. Therefore, we rec-
ommend NLP practitioners to take accountability
(Buolamwini and Gebru, 2018) and consider these
subgroup-specific performance results. The respon-
sibility of measuring and mitigating such biases
should be placed on those developing and imple-
menting the tools — not on the marginalised group
who are unfairly treated by the systems (Bender
et al., 2021).

In this work, we defined bias as the difference in
error rate across different demographic subgroups.

This bias is only tested for one specific task. For
our data augmentation, we used the DaNE corpus,
which consists of a diverse set of written and spo-
ken Danish from 1983-1992. However, minority
names might occur more frequently in contexts
which differ substantially from this corpus. If this
is the case, our reported performances might vary
according to how well Danish NLP frameworks
perform on NER for minority names ‘in the wild’.
Hence, assessing the potential bias towards minor-
ity people might be even more complex.

A similar issue arises when approximating eth-
nicity for social groups through the use of name
lists. This approach leaves out minority people who
take names typical for the majority group. How-
ever, when it comes to the performance of NER
tools, minority people with majority names are not
at the same risk of being unfairly treated by NER
tools as people with minority names. The reverse
is also the case: a person from the ethnic majority
with a name typical for the minority is at greater
risk of not being recognised by NER tools than peo-
ple with majority names. Nevertheless, this is not
central to our analysis, insofar as we are only infer-
ring at group level when examining the distribution
of error rates across different social groups.

Further complexities in the use of names are
the effect of rare names. For unisex names, we
included the 500 most used names, which are ap-
proved unisex names in Denmark. In this list, there
are names that are common gendered names, such
as ‘Anne’, which in Denmark is primarily used by
women. If we filtered out common and primarily
gendered names, the performance might be even
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poorer, but then it might be an effect of rare names
rather than unisex names.

Nevertheless, this paper presents an innovative
experimental method which adds nuanced perspec-
tives to the overall performance evaluation for these
models. Based on data augmentation and the use
of name lists as proxies for multiple dimensions of
inequality, the method allows for an intersectional
analysis of biases in Danish NLP models used for
named entity recognition. Such findings are impor-
tant to incorporate into scholarly pipelines in order
to avoid enforcing archival silence.

6 Conclusions

In this paper, we have shown the importance of in-
tersectional analysis of biases in Natural Language
Processing (NLP) frameworks by testing Danish
NLP frameworks’ robustness to data augmentation
in Named Entity Recognition (NER).

By augmenting test data on gender-divided name
lists for both majority and minority names, we have
shown that Danish NLP frameworks are relatively
robust to the impact of women’s and men’s names
at the majority level. However, all Danish NLP
models are significantly worse at recognising uni-
sex names compared to gender-conforming names.
Furthermore, minority names cause significantly
worse performance for all models. This suggests
that Danish NLP models contain a greater relative
bias regarding ethnicity than the binary gender di-
vision.

In the context of textual cultural heritage data,
researchers regularly and increasingly incorpo-
rate language technology into their scholarly
workflow. The most appropriate tool for a given
task such as NER is usually chosen based on
some pre-calculated metric score for how the
technology performs for that task. However, based
on the results presented here, we argue that a
raw performance measure should not be the only
criterion for deciding which NLP model to use.
Instead, we emphasise that, in the case of textual
cultural heritage data, accuracy is not all you
need. We encourage researchers to take these
sub-group-specific performance measures into
account when setting up their research pipeline.

7 Limitations

The current study has some limitations. Firstly,
our minority-majority categorisation is rather re-

stricted, and a large group of the population will not
be represented in this division insofar as we only
include names of primarily Muslim backgrounds,
excluding other minority ethnic communities in
Denmark. In addition, our approach of manually
sorting names which occur in both the majority and
minority name lists is potentially problematic as
our sorting is based on our (perhaps stereotyped)
ideas of these names and not on any shared method-
ology.

Furthermore, gendered name lists corresponding
to Danish name laws rely on, and so reinforce, a bi-
nary understanding of gender. We argue that these
demarcations in our data are useful for understand-
ing the societal biases which can be embedded in
NLP frameworks but are not comprehensive.

Further work is needed to conclude the overall
bias level of Danish NLP frameworks. In particu-
lar, bias tests for coreference resolution and word
embeddings should be conducted. In addition, our
work presented experimental results for a single,
comparatively small Indo-European language. We
would like to see similar experiments conducted on
different languages, given an appropriate change
of experimental conditions, to see if results are
reproduced in different cultural contexts.

8 Ethics Statement

In this work, we have actively engaged with the
fact that the actions of machine learning and NLP
engineering can change the world and affect both
society and individuals. The use of computer tech-
nologies may produce new or reproduce existing
discrimination, and we, therefore, strive towards
being as inclusive as possible. Not only do we
wish to draw attention to social biases inherent in
contemporary Danish language technology but we
hope that our work can be used directly by other
researchers when deciding on tools usages in their
scholarly pipeline, particularly for those working
with cultural heritage data.

9 Online Resources

See https://github.com/centre-for-human
ities-computing/Danish-NER-bias for code
for the experimental pipeline and complete name
lists used in data augmentation.
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