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Abstract

In today’s digital era, massive amounts of data
are ubiquitous including discourses in natural
language, such as news articles, social media
posts or forum threads. The digital humanities
aim to qualitatively and quantitatively analyze
such data. For interpretive research, it is dif-
ficult to benefit from large data. An example
is grounded theory, an interpretative method to
deal with larger datasets by annotating or cod-
ing. However, such approaches are too time-
consuming to bridge the gap from qualitative to
quantitative analyses. In this work, we propose
assistive methods to semi-automatically scale
a small number of manual annotations to large
corpora. Our approach uses contextualized em-
beddings of annotated data to find similar occur-
rences. By interactively providing suggestions
learned automatically from user interactions,
our method provides a convenient and fast way
to annotate large corpora with minimal man-
ual effort. The method finally produces a clas-
sifier able to annotate the entire dataset. We
performed experiments on multiple tasks and
datasets to evaluate our methods demonstrat-
ing strong performance. Further, we designed
a software for researchers who want to scale
their annotation-based research, bridging the
gap from qualitative to quantitative results.

1 Introduction

There is a growing interest in the Digital Human-
ities (DH) to apply Natural Language Processing
(NLP) methods to explore textual data and scale
textual data analysis. The reason for this is twofold.
First, due to the advancing digitization of human-
ities and cultural studies data, both through retro-
digitization and the increase in born digital data,
large quantities of data are available that are often
infeasible for a single person or team to study. Sec-
ond, the groundbreaking success of NLP in various
disciplines makes it attractive to adapt methods to
the DH domain. This is a great opportunity for qual-
itative DH researchers to benefit from large datasets
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where in-depth qualitative analysis and annotations
cannot be extended to large-scale corpora.

The Digital Humanities often rely on qualita-
tive methodology like grounded theory. Hermeneu-
tic circular processes and theoretical sampling ap-
proaches include iterative search, selection, col-
lection, analysis, and interpretation of research
data. Grounded theory can be understood as an
interactive process where researchers, participants
and data construct research together in interaction
repeatedly, producing a category system that ef-
fectively captures the research problem. It is of
great interest to apply the category system to larger
datasets for quantitative analysis, but infeasible to
do so manually.

Currently, data scientists would need to train
a Machine Learning (ML) model requiring large
amounts of training data that have to be created by
qualified annotators using to-be-developed anno-
tation guidelines. This is time-consuming, costly,
requires ML expertise, and is consequently rarely
done in the context of DH projects. Thus, new
methods combining human and computer actions
are needed to enable research on larger datasets
and foster further research in the digital humanities
as typical ML approaches are no good fit for most
projects. Recent studies (Ostheimer et al., 2021;
Koch et al., 2022) in the field of human-computer-
interaction have shown fruitful incorporation of
human decision-making in ML processes and that
human-in-the-loop methods can significantly im-
prove ML models. ML-supported annotation needs
the human supervision and refinement to offer use-
ful and accurate alternatives in qualitative data anal-
ysis. Strengthening the synergy between humans
and machines is a promising direction where both
sides are profiting: ML-based annotation is im-
proved by human refinements, whereas automation
aids iterative processes of human meaning-making
and interpretive research by scaling annotations to
enable the analysis of vast materials.
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This work targets qualitative researchers who an-
notate textual data to analyse it in-depth and want
to increase their efficiency and/or want to leverage
large datasets as quantitative grounding for their
hypothesises. We propose an ML-based assistive
system leveraging current NLP to ease the annota-
tion task and semi-automatically scale annotations
from few manual annotations to a fully-annotated
corpus. After the user has annotated a few text
spans with their categories, representatives for each
category are utilised for semantic similarity search
to suggest relevant text spans with their context.
While the user accepts or discard these suggestions,
the system adapts to feedback by updating the cat-
egory representatives instantly after each verified
suggestion. Since verifying suggestions is a much
faster task than reading and annotating, users can
efficiently annotate their documents. The system
automatically fine-tunes models to predict higher-
quality suggestions and to apply the learned cat-
egories to a large document collection with high
accuracy, thereby scaling the annotations.

In this paper, we make several contributions to-
wards a system supporting researchers during and
after their qualitative analysis and aids them in
scaling their annotations to large corpora: (1) A
two-stage method usable without programming or
NLP know-how to semi-automatically scale anno-
tations to large-scale corpora by interactively pro-
viding adaptive suggestions and employing adapter
(Houlsby et al., 2019) technology to automatically
annotate large corpora. (2) A user interface for
quick batch validation of suggestions while still dis-
playing the most relevant contextual information.
(3) An evaluation of our method with a simulated
annotation process on multiple large datasets for
sentence-level and word-level annotations demon-
strating strong scaling capabilities.

2 Related work

Qualitative analyses can be powerfully supported
with digital solutions and ML methods addressing
annotation, analysis, and interpretation. MAXQDA
and ATLAS.ti are two commonly used closed-
source, paid solutions for qualitative analysis trying
to offer all-in-one-solutions, but include no ML as-
sistance. Prodigy is an annotation software where
the workflow is dictated by the active learning (AL)
model. Label studio is an annotation platform that
offers AL functionalities requiring set-up by con-
necting external models, thereby making it unsuit-

53

able for domain experts. Existing open-source soft-
ware that offers (semi-)automatic annotation aid in
various variations are outlined in the following.

WebAnno (Yimam et al.,, 2014; Eckart de
Castilho et al., 2016) is a web-based tool for fine-
grained NLP annotations and includes an auto-
matic method where the system learns from user-
provided annotations. However, it requires expert
ML knowledge to perform feature engineering and
training. The successor INCEpALTION (Klie et al.,
2018) can suggest possible labels and includes an
AL mode to guide annotators to improve the system
by labeling examples providing valuable informa-
tion to the classifier. Neither WebAnno nor IN-
CEpTION are designed to work on a content-level
or on large-scale corpora. CodeAnno (Schneider
et al., 2023b) is another WebAnno successor focus-
ing on document-level coding and supports training
ML classifiers for this. LabelSleuth (Shnarch et al.,
2022) is a software to build binary classifiers by
labeling text data using active learning suggestions
targeted at domain experts. While it is probably the
closest to our application, it only supports binary
classification of sentences, unsuitable for multi-
class word-level annotations.

Active learning (AL) is a technique to obtain
a classifier by soliciting feedback from the user
on the most informative sample identified using
e.g. uncertainty sampling (Lewis and Gale, 1994)
which requires a classifier to output certainty scores.
AL is often associated with the Human-in-the-loop
(Holzinger, 2016) paradigm where human feedback
is integrated in the loop of machine learning devel-
opment. We see our work as Al-in-the-loop where
ML systems assist the workflow of humans who
stay in control all the time. Our system assists the
user by providing sensible suggestions, but neither
disrupts nor dictates their workflow.

Few-shot classification of named entities is a task
relevant to our annotation scaling scenario where
a classifier is trained to generalize to new classes
after observing only a small number of examples.
This task was tackled (Fritzler et al., 2019) by us-
ing prototypical networks (Snell et al., 2017) which
learn a prototype for unseen classes by averaging
the representations of the support samples for that
class. However, this approach is not made for incre-
mentally increasing samples and it does not scale
well with increasing numbers of examples. Our
approach utilizes a few-shot classification system
based on adapters (Houlsby et al., 2019) to provide



a high-quality classifier from few training samples.

Previous work (Remus et al., 2022) evaluated dif-
ferent strategies to find related items in an informa-
tion retrieval scenario demonstrating that contextu-
alized word embeddings of pre-trained models are
suitable to retrieve word-level items such as named
entities. They showed a small speedup of man-
ual annotations when annotating similar instead of
random items. We build upon these findings and
devised a method to scale manual annotations to
datasets orders of magnitude larger.

3 Application

In this work, we describe a software for qualitative
annotation of text documents that assists users dur-
ing their annotation process with ML functionality
requiring neither programming nor ML knowledge.
The assistance comes in two forms: Providing sug-
gestions for semi-automatic annotation and fully
automatic annotation to analyse large text collec-
tions. Our methods apply to sentence-level (e.g.
headlines, arbitrary sentences) and token-level (e.g.
named entities) annotations. Document-level anno-
tations are not in the scope of this work. Further,
our methods are not intended for a MATTER anno-
tation process (see Pustejovsky and Stubbs (2012))
but for use in hermeneutic contexts where users
move back-and-forth between understanding parts
of a text and the whole (the so-called "hermeneutic
circle’), continuously build and modify their tagset
resp. labels along the way (see Horstmann (2019)).

3.1 Requirements

Throughout our close collaboration between Dig-
ital Humanities and Computational Linguistics
groups, we identified four essential requirements
for our system (method and user interface) to pro-
vide the most benefit to the users: (1) Usable with-
out machine learning knowledge. This enables all
researchers to benefit from the method. (2) Applica-
ble from small to large-scale document collections
containing thousands of documents. This allows to
use the method for a wide range of research ques-
tions and datasets. (3) Instantaneous responses &
quick adaptation to the users feedback. This greatly
improves the user experience. (4) Correction of
mistakes. Users must be able to correct system
errors and preventing similar mistakes to achieve
their desired outcome which has been found highly
important for interactive systems like new/s/leak
(Wiedemann et al., 2018).

54

3.2 Workflow

Imagine Alice, a DH researcher working on a cli-
mate project, who needs to identify, categorise
and quantify different actors and stakeholders in-
volved in the parliamentary discussions about cli-
mate change to answer one of her research ques-
tions. She downloaded a large collection of all
plenary minutes and printed matter of the German
Bundestag which is available as open data. Alice
creates a new project in the software and adds the
crawled documents.

Early guidance She works with the software as
always: Finding relevant documents by using the
built-in search and filtering methods, reading docu-
ments, making spontaneous annotations (possibly
creating new classes as necessary in this hermeneu-
tic process) while reading and selecting some doc-
uments to annotate in detail. During close read-
ing, the system already suggests and highlights
text passages in the current document based on
the annotated material if she enabled the feature
(see Figure 1, left). Her annotations are quite di-
verse: Some annotations are named entities coded
as actor or stakeholder, possibly hierarchically with
fine-grained classes (politician, scientist, activist
etc.) while others refer to different entities or entire
sentences like public statements. After annotat-
ing a handful of documents, she has seen enough
different cases of actors and stakeholders.

Semi-automatic annotation scaling She enables
the suggestion panel (see Figure 1, right) to explore
annotation suggestions in the text collection. The
system provides a list of suggestions showing the
context of each annotation, i.e. sentence(s) and the
document title with a link to the full document in
case it’s needed for verification. Alice can accept or
discard suggestions which are then automatically
persisted as annotations in her project.

Fully-automatic annotation for quantitative
analysis The system indicates to Alice that
enough examples have been labeled and a reliable
model is trained to apply her established category
system to all documents. She double checks a ran-
dom selection of these automatic annotations and
decides that the quality is high enough for further
quantitative analyses. In case she identifies erro-
neous annotations, she can easily update or remove
such cases. The system adapts automatically and
potentially fixes similar errors. Alice can iterate
and correct the system as often as necessary. To
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Figure 1: Annotation interface. Left: Document with automatic suggestions enabled. Highlighted texts prefixed with
[code] are manually created annotations, other highlights are system suggestions. Right: Batch approving/discarding

suggestions to semi-automatically scale annotations.

improve the quality, multiple users can annotate the
same documents so Alice can curate annotations.
Finally, she retrieves the statistics on the whole cor-
pus (see Figure 2) such as frequency of politicians,
scientists etc. or a list of ministers sorted by their
frequency in the corpus. By exporting her manual
and automatically generated annotations, she can
use her favorite analysis and visualization tools to
draw further conclusions about her material.

4 Methodology

In this section, we explain our approach to scale
few manual annotations with minimal effort to
large datasets. First, we perform a one-time pro-
cess to generate contextualized embeddings for the
document collection. Second, we provide interac-
tive suggestions based on contextual embeddings
of manual annotations and customized similarity
computations. Third, when enough annotations
are collected, a classifier is created and applied to
the entire dataset. Optionally, the user refines the
classifier by correcting aggregated results.

Pre-processing All documents added to the sys-
tem run through an initial, one-time pre-processing
phase: Apache Tika extracts plain text from any
document. Sentence-splitting and entity recogni-
tion are performed by spaCy (Honnibal et al., 2020).
Contextualized embeddings are computed using
SBERT (Reimers and Gurevych, 2019) models for
sentences, T-NER (Ushio and Camacho-Collados,
2021) for named entities and RoBERTa (Liu et al.,
2019) for other structures (see Section 4.1). Multi-
lingual models (e.g. LaBSE (Feng et al., 2022)
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for sentences, XLM-RoBERTa (Conneau et al.,
2020) for tokens) can be used to apply our ap-
proach to different languages. The embeddings of
each structure are stored in an approximate nearest
neighbor (ANN) index like HNSW (Malkov and
Yashunin, 2018) or FAISS (Johnson et al., 2021)
to enable fast retrieval of similar embeddings for
large datasets. The pre-processing is executed au-
tomatically in the background before interactive
use, satisfying requirements 1-3 (4 is not applica-
ble). Pre-computing contextualized embeddings of
sentences and tokens for the document collection
enables instantaneous suggestions.

4.1 Interactive, semi-automatic annotation
scaling

The system performs the following steps to produce
k suggestions for a class c.

Structure selection The system automatically
detects which structure fits annotations of class ¢
best by computing and comparing the overlap of an-
notations with all known structures computed dur-
ing pre-processing (e.g. sentences, named-entities,
noun chunks, single tokens or n-grams). This is a
fast database operation (< 10 milliseconds) as only
offsets for a few manual annotations need to be
compared. The structure s with the highest overlap
on average is chosen for the next step.

Candidate retrieval The embeddings of the
structures matching each annotation (positive sup-
port set, size n) are used to search for the most
similar embeddings using cosine similarity in the
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Figure 2: Quantitative analysis interface. Left: Estimation of the frequency of annotated categories in the entire
corpus. Right: List of all annotations of a selected category.

ANN index. To do so efficiently, a batch query is
performed on the index to retrieve a set of candi-
dates. In total, N > n similar embeddings and
their corresponding text spans are retrieved from
the ANN index.

Candidate filtering Any already annotated can-
didates are excluded. The remaining candidates are
further filtered by removing a candidate if it is near-
est to another sample having a class different than
c (negative support set). This advanced approach
often results in large quality improvements (see
Section 5.2 for a comparison). The naive approach
does not filter using a negative support set. A batch
query returning only the most similar item is used
to to so efficiently. The remaining candidates are
re-ranked by their maximum similarity to any anno-
tated sample of class c. Finally, the top candidates
are returned to the user as suggestions.

Reviewing suggestions The user can ac-
cept/discard the automatic suggestions batch-wise
and accept/discard/edit individual ones. Accepted
and edited suggestions are stored as annotations in
the database. Rejected suggestions are assigned a
hidden ’not-c’ class and also stored in the database.
The suggestions iteratively improve with every use
as more samples of the class ¢ become available as
positive support and more samples of other classes
become available as negative support.

Requirement check Our method fulfills all re-
quirements (see Section 3.1): Requirement (1) is
achieved since no configuration is required. Re-
quirement (2) and (3) are fulfilled as the search in
the ANN index scales to billions of embeddings
and returns results in a few milliseconds regardless
of the collection size. In accordance with require-
ment (4), users can edit/discard suggestions which
automatically affects future suggestions.

56

4.2 Fully-automatic annotation scaling for
quantitative analysis

While the interactive mode allows to quickly an-
notate hundreds of examples, a real classifier
is needed to obtain quantitative results on large
datasets. To build a classifier, enough negative sam-
ples are required beside the positive samples. If
there are fewer negative samples, negative candi-
dates are randomly sampled from all unannotated
items (the number of positive samples is usually
small compared to all samples). To guard against
accidentally choosing a positive sample, candidates
are removed if their nearest embedding neighbor
is belonging to a positive class. This strategy is
more beneficial than selecting negative samples by
taking the nearest neighbors of known items as it
would not produce a diverse negative support set.

A k-nearest neighbor (KNN) classifier is con-
structed from the positive and negative support set.
To annotate the entire dataset with this classifier,
each unannotated structure s is compared to the
support set containing all positive and negative
samples. This is efficiently done by computing
a single matrix multiplication (for cosine similar-
ity) between the support set and all unannotated
items. We considered four different strategies to
make the final prediction: (1) Nearest: The class of
the nearest neighbor is chosen as the prediction. (2)
Centroid: The positive and negative support set are
each averaged to centroid embedding. The class
of whichever centroid is closer is chosen. This
approach is similar to prototypical networks and
computationally highly efficient, but often lacks
quality. (3) Majority voting: The most frequent
class within the k nearest neighbors is chosen as
the prediction. (4) Weighted majority voting: The
similarities of each class of the nearest k£ neighbors
are added and the highest is chosen.



This classification is a fast and quickly adapt-
able approach since no training is required. Ap-
plying the classifier on the corpus allows to count
how many annotations of a specific class are in the
document collection. A list of all potentially an-
notated text spans can be produced, merged by the
same surface text (e.g. all politicians with the same
name), and sorted by their frequency. The user can
correct the output by assigning a different label
to each aggregated group of annotations, thereby
immediately improving the KNN classifier to re-
turn updated results in less than a second. While
a KNN classifier is fast and and adapts quickly, it
leaves room for higher-quality predictions. Thus,
we experiment with training a stronger classifier in
Section 5.3 with few annotated samples.

5 Evaluation

To evaluate our proposed methods, we apply them
on fully annotated datasets. This allows us to com-
pare our methods outputs with the correct (as in
human created) annotations. We perform three eval-
uations: (1) We simulate how a user would use the
system interactively and evaluate the quality of the
automatic suggestions. In this setting, the goal is to
find as many annotations of the desired class with
the same manual effort (i.e. number of verified sug-
gestions). For named-entity datasets, we directly
use the given entity span offsets (instead of first
applying an entity detection model). We use the
total number of successfully annotated samples as
metric. (2) We evaluate the performance of the final
KNN-based classifier created after the simulation
with the macro F1 score (harmonic mean of preci-
sion and recall). (3) We evaluate how many anno-
tated samples are needed to train an even stronger
classifier. In these experiments, we train a neural
end-to-end classifier with increasing amounts of
training data and report the F1 scores.

5.1 Datasets

In this section, we introduce the datasets and data
generation processes used in our experiments. An
overview of the datasets is provided in Table 1.
OntoNotes5.0 (Weischedel et al., 2013) (ONS)
is a well-known named-entity recognition (NER)
dataset of 76,714 samples split into 59,924 train,
8,262 test and 8,528 validation samples. Each sam-
ple is a sentence in which each word is labeled as
one of 18 classes or the other class 0. We created a
custom version of ONS5 with the same number of
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samples and splits as the original dataset but only
12 of the 18 classes. Precisely, we removed DATE,
TIME, GPE, ORG, ORDINAL, and WORK_OF _ART from
ON5 by replacing the respective tags with the O
tag. Following (Ding et al., 2021), we merged I0B
tags (Ramshaw and Marcus, 1999) into a single tag
to ease the few-shot episode data generation.

The MIT Movie Trivia (MITMT) and MIT
Restaurant (MITR) datasets' are named-entity
recognition datasets containing 6,816 train, 1,953
test, and 1,000 validation samples and 6,900 train,
1,521 test, and 760 validation samples. They con-
tain domain-specific named entity classes like Ac-
tor and Genre or Cuisine and Dish. We created
custom versions of the datasets with merged IOB
tags, same splits and number of samples contain-
ing only classes of at least 1,000 samples. In the
custom MITMT, we removed the classes Award,
Quote, Soundtrack, Relationship, Origin, Opinion
and Character and in the custom MITR, we re-
moved Rating, Hours, and Price.

Yahoo! Answers (YA) (Zhang et al., 2015) is a
topic classification dataset that includes 4.5 million
questions and answers from 10 different categories.
We divide the original test set (60,000 items) in
half to obtain a validation/test split from which we
use the title and its category for our experiments.

5.2 Semi-automatic annotation scaling

We simulate the usage of the system on our custom
ONS5 and YA dataset with the following strategy.
For each of the unseen classes, we randomly se-
lect 20 samples (manual annotation) as the initial
positive support set from the validation split and
iteratively retrieve ten times 20 suggestions that
are accepted/rejected with the human-annotated
labels from the dataset. Finally, we build a multi-
class KNN classifier from the collected samples
and classify the test split. We compare the two
approaches explained in Section 4.1 to provide
suggestions: Naive and advanced (using a nega-
tive support set). For the KNN classifier, we com-
pare four variants nearest neighbor, majority voting
(k = 5), weighted majority voting (k = 5) and cen-
troids. For ONS5, we use our named-entity model
trained only on 12 out of 18 classes (see Section
5.3 for details) to produce entity embeddings (first
token of each entity). To obtain sentence embed-
dings for YA, we use the pre-trained SBERT model
all-MinilM-L12-v2.

Lsee https://groups.csail.mit.edu/sls/downloads
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Dataset Type Size Classes

OntoNotes 5.0 NER 76,714 CARDINAL, DATE, EVENT, FAC, GPE, LANGUAGE, LAW, LOC, MONEY,
NORP, ORDINAL, ORG, PERCENT, PERSON, PRODUCT, QUANTITY,
TIME, WORK_OF _ART

MIT Movie Trivia NER 9,769  Actor, Award, Character, Director, Genre, Opinion, Origin, Plot,
Quote, Relationship, Soundtrack, Year

MIT Restaurants NER 9,181 Amenity, Cuisine, Dish, Hours, Location, Price, Rating, Restau-
rant_Name

Yahoo! Answers SC 60,000 Society & Culture, Food & Drink, Cars & Transportation, Edu-

cation & Reference, Science Mathematics, Business & Finance,
News & Events, Computers & Internet, Pets, Politics & Gov-

ernment

Table 1: Overview of the datasets used in the experiments. In the Type column, SC is short for sentence classification.

(macro) F1 score

Class Approach Samples nearest majority weighted centroid
OntoNotes5.0
DATE naive 161 0.92 0.93 0.93 0.77
DATE advanced 190 0.89 0.91 0.90 0.67
WORK_OF_ART naive 45 0.56 0.61 0.61 0.43
WORK_OF _ART advanced 89 0.65 0.71 0.71 0.42
ORDINAL naive 69 0.91 0.90 0.89 0.43
ORDINAL advanced 148 0.88 0.88 0.88 0.37
GPE naive 200 0.93 0.94 0.94 0.89
GPE advanced 200 0.93 0.94 0.95 0.89
TIME naive 27 0.60 0.62 0.62 0.36
TIME advanced 99 0.60 0.63 0.62 0.33
ORG naive 178 0.86 0.87 0.87 0.87
ORG advanced 197 0.89 0.89 0.89 0.89
all six unseen classes naive 680 0.83 0.83 0.83 0.65
all six unseen classes advanced 923 0.83 0.85 0.85 0.62
Yahoo! Answers
all ten classes naive 662 0.50 0.51 0.52 0.53
all ten classes advanced 1,497 0.56 0.59 0.59 0.58

Table 2: Annotation simulation & KNN classification results. Samples are the number of correct suggestions.

The results of the experiments are shown in Ta-
ble 2. While both approaches are able to provide
mostly correct suggestions for DATE, GPE and ORG
in OntoNotes, the naive approach has a high error
rate for the remaining three classes. The advanced
approach provides more than twice the samples
for the difficult classes (which are rarer and more
overlapping, see Figure 3) and reaches an aver-
age suggestion precision of 76.9%. On Yahoo!
Answers, the advanced approach provides more
than twice the number of correct suggestions of the
naive approach resulting in an average hit ratio of
75%.

On OntoNotes, the KNN classifier produces very
strong F1 scores (= 0.9) except for the TIME and
WORK_OF _ART classes having the fewest samples.
While there is only a small performance difference
between nearest and (weighted) majority voting
KNN variants, the centroid performs worse by a
noticeable margin. The performance on Yahoo!
Answers reach scores of 0.59 with the advanced
approach widely outperforming a random baseline
of 0.1. We attribute this comparatively lower level
to fact that the category in the dataset is not only
dependent on the title but also the question text
which we did not leverage in our experiments.
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Figure 3: t-SNE Entity embeddings generated on the
ONS test split using our custom trained T-NER model.

We further analyzed the reasons for the behavior
of the suggestions and KNN classifier with a visual-
ization of the entity embeddings in Figure 3. Most
instances of a class are visually clustered together,
even for the the six unseen classes. However, DATE
and TIME are mixed together and explain the lower
scores for TIME as it is the rarer occurring class.
Overall, the visualization shows that the use of
embedding similarity metrics for suggestions and
classification can work well and should also be
able to distinguish between sub-classes as many
of the clusters consist of smaller clusters. We also
measured the run-time efficiency of our approach:
Generating all suggestions and classifying every
entity in the test splits for all experiments took only
0.7 seconds in total.

5.3 Few-Shot Transformer Adapter Classifier

With this experiment, we evaluate how many sam-
ples are necessary to train a classifier with superior
performance to the KNN classifier. The user can in-
struct the system to (re-)train such a classifier when-
ever it makes sense, e.g. after annotating a bunch of
samples of a new class. A straightforward approach
to creating a NER or sentence classifier is to fine-
tune a pre-trained large language model (LLM).
Due to its numbers of parameters, it would require
lots of training samples and be computationally ex-
pensive. Since labeled data is scarce in our scenario
and a KNN classifier does not need to be trained at
all, we train a classifier with as little training data
and computational effort as possible. One approach
successfully applied in various tasks is training a
transformer adapter (Houlsby et al., 2019) using the
convenient AdapterHub framework (Pfeiffer et al.,
2020). Transformer adapters are a computation-
and sample-efficient alternative to full fine-tuning.
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During training, the LLM’s original parameters
are frozen, and only the adapter layers are opti-
mized. While different configurations or variants of
adapters exist, the parallel configuration (He et al.,
2022) outperformed others by a large margin in
our preliminary experiments. A new classification
head with output dimension equal to the number of
classes is trained jointly with the adapter layers.

We used the two setups and the three NER
datasets described in Section 5.1 to evaluate how
many training samples are required to train an
adapter classifier. In the first setup, the ONS5
dataset is utilized as follows: We fine-tuned a
roberta-base model on the train split of the cus-
tom ONS5 that contains 12 of 18 classes. Next,
we injected adapters in the fine-tuned model and
trained on episodes containing all 18 classes of
ONS. An episode is a set of training samples where
every class has between K and 2K instances. An
episode for K = 1 consists of N training samples
so that each class is represented at least once and
at most twice in all N sentences. In the second
setup, we fine-tuned a roberta-base model on
the train split of the original ONS. Then, we in-
jected adapters and trained on episodes from the
customized versions of the MIT Movie Trivia and
MIT Restaurant datasets.

In both setups, we trained the adapters with sam-
ples of the training split for 5 epochs on episodes
for K € {3,5,10,30,50,100,300,500,1000}
and evaluated on all samples in the test splits. We
used the default training hyperparameters from the
AdapterHub framework.

As can be observed from the results reported
in Figure 4, adapter classifiers demonstrate strong
performance (> 0.8 F1) already for small episodes
with only 30 to 100 training instances per class.
Our adapter models perform similar regardless of
the dataset. This further endorses the choice of
adapters for robust few-shot NER classifiers. Visi-
ble in the left plot in Figure 4 is that adapters are
suitable when an existing NER model is extended.
The model remembers classes learned in the fine-
tuning phase and quickly adapts to new classes.

6 Conclusion

In this work, we proposed and evaluated methods to
semi-automatically scale few annotations to large
corpora by providing interactive suggestions from
adaptable classifiers and developed user interfaces
to make our methods usable for domain experts
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Figure 4: Few-Shot NER performance of transformer adapter classifiers with increasing training data

without programming or NLP skills. Our evalua-  biases that can manifest in various types and forms
tion on existing datasets shows that these methods  and are certainly not without error.
can quickly scale annotations with minimal manual Especially the proposed fully-automatic annota-
effort to large corpora to both obtain quantitative re-  tion scaling has to be used critically. We developed
sults and aggregated lists enabling a verification of  this method for researchers to easily obtain quanti-
the automated processing. Thus, we see our meth-  tative insights on the whole dataset, however, the
ods aiding qualitative researchers to bridge the gap results are most likely not comparable to a care-
to quantitative results and providing quantitative  ful, manual or semi-automatic analysis of the full
grounding for their hypothesises. material. Instead, they should be understood as
In the future, we want to integrate the developed  an estimation and help to quantitatively verify hy-
methods and user interfaces in production-grade  potheses that emerged from the qualitative analysis.
code quality into our D-WISE Tool Suite (Schnei-  We try to mitigate the issues of the fully-automatic
der et al., 2023a), an open-source web application  annotation scaling by providing confidence scores
for digital qualitative discourse analysis in the Dig-  where applicable, showing aggregated classifica-
ital Humanities. In doing so, we make our devel-  tion results and allowing the user to correct system
oped methods easily accessible to other researchers ~ mistakes. To evaluate the quality of the automatic
and plan to further improve the methods by incor-  annotations, a user can manually annotate a ran-
porating more feedback. As our methods are also ~ dom subset and compare this with the automatic
applicable to image or video annotations via object  results.

detection, we might explore to adapt them for a We also possibly introduce a bias with our
good user experience. method design and envisioned workflow. While

we tried our best to give the user the freedom when
Limitations & Ethics Statement and how to use the automated components, we

might still restrict a user in their workflow by our
design decisions. It is important to note that the
workflow was described in a way to best highlight
the contributions of this paper. This not the only
way to use the described methods. Instead, the pro-
posed methods are intended to be used in addition
to established qualitative methods or to augment
them, but not to replace them entirely.

Our work makes NLP models and methods accessi-
ble to researchers that could previously not benefit
from these advances. Our work targets Digital Hu-
manities researchers and is intended to assist with
qualitative discourse analysis. As with any ML-
based method, though, it could somehow be mis-
used for other, possibly inappropriate, work. We
strongly believe that including and enabling more
researchers to benefit from modern ML technology Acknowledgement
outweighs the potential for misuse.

When using ML models, it is important to un-  This work is supported by the D-WISE project,
derstand their limitations and critically reflect on ~ Universitit Hamburg, funded by BMBF (grant no.
their predictions. ML models often include certain ~ 01UG2124).
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