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Abstract

Multilingual pretrained language models
(MPLMs) have demonstrated substantial perfor-
mance improvements in zero-shot cross-lingual
transfer across various natural language under-
standing tasks by finetuning MPLMs on task-
specific labelled data of a source language (e.g.
English) and evaluating on a wide range of
target languages. Recent studies show that
prompt-based finetuning surpasses regular fine-
tuning in few-shot scenarios. However, the
exploration of prompt-based learning in mul-
tilingual tasks remains limited. In this study,
we propose the PROFIT pipeline to investi-
gate the cross-lingual capabilities of Prompt-
based Finetuning. We conduct comprehensive
experiments on diverse cross-lingual language
understanding tasks (sentiment classification,
paraphrase identification, and natural language
inference) and empirically analyze the varia-
tion trends of prompt-based finetuning perfor-
mance in cross-lingual transfer across different
few-shot and full-data settings. Our results re-
veal the effectiveness and versatility of prompt-
based finetuning in cross-lingual language un-
derstanding. Our findings indicate that prompt-
based finetuning outperforms vanilla finetuning
in full-data scenarios and exhibits greater ad-
vantages in few-shot scenarios, with different
performance patterns dependent on task types.
Additionally, we analyze underlying factors
such as language similarity and pretraining data
size that impact the cross-lingual performance
of prompt-based finetuning. Overall, our work
provides valuable insights into the cross-lingual
prowess of prompt-based finetuning.

1 Introduction

Pretrained language models (PLMs) (Devlin et al.,
2019; Yang et al., 2019b; Radford et al., 2019),
trained on massive amounts of unlabelled data
in a self-supervised manner, have shown strong

⋆ Equal Contribution.

performance after finetuning on task-specific la-
belled data for a given downstream task, such
as sentence classification (Zhuang et al., 2021),
text summarization (Zhang et al., 2020), or di-
alogue generation (Liu et al., 2023c). Prompt-
based learning (Brown et al., 2020; Schick and
Schütze, 2021a,b,c) has recently emerged as a no-
table advancement, surpassing regular finetuning
approaches in few-shot scenarios (Liu et al., 2023a).
In prompt-based learning, downstream tasks are re-
formulated to resemble the types of problems tack-
led during the PLM’s original pretraining by using
a textual prompt. For example, in Figure 1(b), an
input sentence of the binary sentiment analysis task
“Works as stated!” can be reformulated with a
prompt pattern P (X) = X◦ “It was [MASK].” as
“Works as stated! It was [MASK].” where
◦ is the string concatenation operator. We use a
verbalizer which maps the class label to a label
word. In this example, the class labels POSITIVE

and NEGATIVE can be verbalized as “great” and
“bad”. By comparing the probabilities of the label
words “great” and “bad” as fillers of the [MASK]
token, we can predict the correct class label. In the
example above, a natural language understanding
(NLU) task is transformed into a masked language
modeling (MLM) problem, which is the same as
the PLM’s pretraining objective.

The reformulated input can be used for finetun-
ing, i.e. prompt-based finetuning. Figure 1 shows
the difference between prompt-based finetuning
and vanilla finetuning. Vanilla finetuning solely
relies on the hidden embedding of the [CLS] token.
In contrast, prompt-based finetuning makes use of
both the semantic information from the task labels
and the prior knowledge encoded in the pretraining
phase. Recent empirical studies of few-shot learn-
ing showed advantages of prompt-based finetuning
over vanilla finetuning (Gao et al., 2021; Li and
Liang, 2021).

When applied to multilingual pretrained lan-
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Figure 1: The comparion of vanilla finetuning and prompt-based finetuning. [CLS], [SEP], [MASK], [PAD] are
special tokens in the encoder vocabulary. The verbalizer is a function mapping from the task label set to a subset of
the encoder vocabulary. Input tokens in blue represent the prompt pattern.

guage models (MPLMs), prompt-based finetun-
ing also enables zero-shot1 cross-lingual transfer.
MPLMs such as mBERT (Devlin et al., 2019) and
XLM-R (Conneau et al., 2020) are pretrained on
huge multilingual corpora and show strong multi-
linguality (Pires et al., 2019; Dufter and Schütze,
2020; Liang et al., 2021). They have become
the dominant paradigm for zero-shot cross-lingual
transfer, where annotated training data is available
for some source language (e.g. English) but not
for the target language (Wu and Dredze, 2019; Hu
et al., 2020a). Zhao and Schütze (2021) proposed
prompt-based finetuning for cross-lingual transfer.
Their work focused on few-shot finetuning. Their
experimental results for the natural language in-
ference task showed that prompt-based finetuning
performed better in few-shot cross-lingual trans-
fer than vanilla finetuning. However, prior studies
failed to examine whether prompt-based learning is
also advantageous when training data is not scarce.
Therefore, we conduct a comprehensive investiga-
tion on diverse cross-lingual language understand-
ing tasks in both full-data and few-shot settings
in order to shed more light on the cross-lingual
capabilities of prompt-based finetuning.

In contrast to most previous research on prompt-
ing, our work is not restricted to monolingual or
few-shot scenarios. Instead we explore a wide
range of few-shot settings. We adopt a multilin-
gual perspective and aim to uncover the nuances

1In this paper, “zero-shot” in “zero-shot cross-lingual tran-
fer” refers to the number of target language training data,
i.e., no target language data is provided, while “few-shot” in
“few-shot finetuning” refers to the source language used for
finetuning, i.e., a few source language data is provided for
the finetuning of the MPLM. The finetuned model is then
zero-shot transferred to target language.

of performance variations associated with prompt-
based finetuning. To this end, we implement the
PROFIT pipeline and carry out an extensive set
of experiments encompassing three representative
cross-lingual language understanding tasks: senti-
ment analysis (Amazon Reviews), paragraph identi-
fication (PAWS-X), and natural language inference
(XNLI). Our task selection covers single-sentence
classification, sentence pair classification and infer-
ence task, considering both binary and multi-fold
classifications. Our work provides insights into
the effectiveness and versatility of prompt-based
finetuning in cross-lingual language understanding.

Research Questions and Contributions. In this
work, we analyze how the performance of prompt-
based finetuning varies with the size of the labelled
source language data for zero-shot cross-lingual
transfer tasks. We examine a wide range of fac-
tors which could have an impact on cross-lingual
transfer performance. We attempt to address the
following pivotal research questions:

RQ1 Does prompt-based finetuning outper-
form vanilla finetuning in the full-data scenario
in different NLU tasks?

We propose the PROFIT pipeline for systemati-
cally conducting the cross-lingual transfer experi-
ments. We carry out zero-shot cross-lingual trans-
fer experiments on three different NLU tasks using
all the available English training data. By compar-
ing the results of vanilla finetuning and PROFIT
for different MPLMs, we find that in the full-data
scenario, PROFIT still achieves better cross-lingual
performance than vanilla finetuning.

RQ2 Is prompt-based finetuning always better
than vanilla finetuning?
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We investigate how the cross-lingual perfor-
mance depends on the size of the English training
data. Our findings substantiate that the PROFIT
exhibits greater advantages in few-shot scenarios
compared to full-data scenarios. The specific pat-
terns of performance change are contingent upon
the task types.

RQ3 What underlying factors could affect the
cross-lingual performance of PROFIT?

We extensively analyze the factors that could
influence the cross-lingual performance of PROFIT,
encompassing language similarity, pretraining data
size of target languages, etc.

2 Related Work

Prompt-Based Learning GPT-3 (Brown et al.,
2020) has sparked research in prompt-based meth-
ods. Recent advances include automatic generation
of prompt verbalizers and patterns (Schick et al.,
2020; Shin et al., 2020), soft prompting (Qin and
Eisner, 2021), prefix tuning (Li and Liang, 2021), P-
tuning (Liu et al., 2022a), and retrieval-augmented
prompting (Liu et al., 2022b). Most of these meth-
ods focus on monolingual scenarios, leaving the
cross-lingual capabilities of prompt-based methods
largely unexplored.

MPLMs and Zero-Shot Cross-Lingual Trans-
fer The advances of MPLMs have positioned
them as the standard approach for cross-lingual
transfer. MPLMs usually adopt the architecture
of some monolingual Transformer-based language
model (Vaswani et al., 2017) and are jointly pre-
trained on large unlabelled multilingual data. For
instance, mBERT (Devlin et al., 2019) is based
on BERT; XLM-R (Zhuang et al., 2021) and
Glot500-m (ImaniGooghari et al., 2023) are based
on RoBERTa (Conneau et al., 2020). A multi-
tude of studies have validated the robust multilin-
guality exhibited by MPLMs, either through prob-
ing the MPLMs themselves (Pires et al., 2019)
or by identifying the key factors that contribute
to their impressive multilinguality (Dufter and
Schütze, 2020). Recent empirical studies have
further demonstrated the remarkable cross-lingual
capabilities of MPLMs by finetuning MPLMs on
English training sets and then predicting on test sets
of other languages (Karthikeyan et al., 2020; Turc
et al., 2021). Several benchmarks have been pro-
posed to evaluate the performance of multilingual
encoders, including XTREME (Hu et al., 2020b),

XTREME-R (Ruder et al., 2021), Taxi1500 (Ma
et al., 2023) and XGLUE (Liang et al., 2020).

Multilingual Prompt Learning While prompt-
ing has proven successful in English, the applica-
tion of prompting techniques in multilingual tasks
has yet to be thoroughly explored and extensively
studied. Zhao and Schütze (2021) first investigated
prompt-based methods for cross-lingual transfer
with different prompt forms and verbalizers. Re-
cent follow-up studies introduced mask token aug-
mentation (Zhou et al., 2022) and unified multi-
lingual prompts (Huang et al., 2022) for zero-shot
cross-lingual transfer. Despite the growing atten-
tion garnered by these methods in the context of
few-shot scenarios across various NLP tasks, there
remains a dearth of comprehensive investigations
into the variations of prompt-based learning meth-
ods across different few-shot settings and full-data
settings. Tu et al. (2022) focused on an alternative
prompting approach for cross-lingual transfer in
full-data scenarios. In contrast to prompt-based
finetuning, they introduced additional prompt pa-
rameters to PLMs and exclusively updated these pa-
rameters during the finetuning process. A more re-
cent work (Shi and Lipani, 2023) combined prompt-
based finetuning and continued pretraining, but it
was limited to monolingual scenarios.

In contrast to the aforementioned previous stud-
ies, our work provides a comprehensive investiga-
tion of prompt-based finetuning for cross-lingual
transfer in both few-shot and full-data scenarios.
Furthermore, we empirically analyze the variation
of prompt-based finetuning performance across dif-
ferent few-shot settings.

3 Methodology

The purpose of this study is to improve the cross-
lingual transfer performance of vanilla finetuning.
In vanilla settings of zero-shot cross-lingual trans-
fer, the MPLM is directly finetuned with training
data in a source language (English). The finetuned
model is then applied to predict the test data in
target languages.

In prompt-based learning, we need a pattern-
verbalizer pair (PVP) (Schick and Schütze, 2021a)
consisting of (i) a prompt pattern which converts
the input text into a cloze-style question with a
mask token, and (ii) a representative word (called
verbalizer) for each possible class. In our PROFIT
approach, a PVP is combined with training data
in English during finetuning. As the training
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Figure 2: PROFIT pipeline of training and cross-lingual transfer with examples. X is an input sentence and P (X)
denotes the prompt pattern which reformulates the input into a prompt. v(y) is the verbalizer which maps each class
label y onto a word from the source language vocabulary.

block in Figure 2 shows, a prompt pattern such
as P (X) = X◦ “In summary, the product
was [MASK].” is filled with an input example X
“This was a gift for my son. He loved it.”
A verbalizer such as {0 → “terrible”, 1 → “great”}
is used to map the original labels {0,1} onto words.
The MPLM takes the filled pattern “This was a
gift for my son. He loved it. In summary,
the product was [MASK].”, as input and returns
for each of the two verbalizers “terrible” and “great”
its probability of being the masked token. Thus, it
uses the PVP to reformulate the sentence classifica-
tion task of vanilla finetuning into a masked token
prediction task.

More formally, let D={(X1, y1), ..., (Xn, yn)}
denote the set of training examples in the source
language, where X1, ..., Xn are text samples and
y1, ..., yn are class labels from a label set Y . The
prompt pattern P (.) transforms an input sentence
X into a cloze-style question with a masked token.
The pretrained language model M with trainable
parameters θ performs masked token prediction
and returns the probabilities p = M(P (X), θ) of
all candidate words for the masked token in P (X).
The verbalizer v(.) is a bijective mapping from the
set of class labels Y to a set of verbalised words
V from the source language vocabulary. We pre-
dict the class ŷ whose verbalizer v(ŷ) received the
highest probability from model M :

ŷ = argmax
y∈Y

p(v(y)) (1)

We finetune the parameters θ of model M by mini-

mizing the cross-entropy loss function ℓ on D:

θ̂ = argmax
θ

∑
(X,y)∈D

ℓ(v(y),M(P (X), θ)) (2)

The model with the finetuned parameters θ̂ is used
to predict the class labels of the target language ex-
amples D′ = {X ′

1, ..., X
′
n} using the same prompt

pattern and verbalizer as during finetuning (see in-
ference block in Figure 2). The best label y′i for
each example X ′

i is predicted according to Eq. 1.
In contrast to vanilla finetuning, prompt-based

methods such as PROFIT only transform the train-
ing data with the prompt pattern P and the verbal-
izer v, but leave the model architecture unchanged.
thus not hindering the efficiency of Vanilla much
(Shi and Lipani, 2023). No extra parameters have
to be trained from scratch. By reformulating the
sentence classification task into a masked token
prediction (MTP) task, we can better take advan-
tage of the knowledge that the model has acquired
during MTP pretraining.

In the cross-lingual setting, we simply apply the
same functions P and v to the target language ex-
amples without further modifications.

4 Experimental Setups

4.1 Datasets
In order to investigate the performance on diverse
NLU tasks, three representative different classifi-
cation tasks on NLU are selected for evaluation in
this work: sentiment analysis on Amazon product
reviews (Keung et al., 2020), paraphrase identifi-
cation on PAWS-X (Yang et al., 2019a), and nat-
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ural language inference on XNLI (Conneau et al.,
2018).

Amazon Reviews Dataset (Keung et al., 2020)
contains product reviews with 5 star ratings from 1
to 5. The multilingual version of this dataset con-
sists of test data in English and 5 other languages.
We use the following prompt pattern P (X) and
verbalizer v(y) for each review example (X, y):

• P (X) = X◦ “All in all, it was [MASK].”

• v(1) = “terrible”, v(2) = “bad”,
v(3) = “ok”, v(4) =“good”, v(5) = “great”

PAWS-X is a multilingual version of PAWS
(Zhang et al., 2019), which consists of challenging
paraphrase identification pairs from Wikipedia and
Quora. Each data item comprises two sentences.
The task is to predict whether the two sentences
are paraphrases. The labels are binary: 1 for para-
phrase, 0 for non-paraphrase. PAWS-X consists
of datasets in English and 6 other languages. For
a given sentence pair X1 and X2, we design the
pattern and verbalizer as:

• P (X1, X2) = X1◦“? [MASK], ” ◦X2

• v(0) = “Wrong”, v(1) = “Right”

XNLI is a multilingual version of the MultiNLI
dataset (Williams et al., 2018). The text in each
data item consists of two sentences. Sentence A
is the premise and sentence B is the hypothesis.
The task is to predict the type of inference between
the given premise and hypothesis among the three
types: “entailment” (0), “neutral” (1), and “con-
tradiction” (2). It is a kind of multi-class natural
language inference task. XNLI consists of datasets
in English and 14 other languages. For a given
sentence pair X1 and X2, we design the pattern
and verbalizer as:

• P (X1, X2) = X1◦ “? [MASK], ” ◦X2

• v(0) = “Yes”, v(1) = “Maybe”, v(2) = “No”

4.2 Baseline

The following baselines are considered and com-
pared to our PROFIT approach:

MAJ The majority baseline. It always assigns
the majority class from the training data.

Direct The pattern filled with the input sample
is directly fed to the MPLM for prediction, without
finetuning. This is the zero-shot scenario.

Vanilla The standard finetuning method which
predicts the class from the hidden embedding of the
[CLS] token without using a prompt pattern. We
use the cross-entropy loss as the objective function
for finetuning and AdamW for optimization with
a learning rate of 1e-5 and 5 training epochs. The
finetuned models are then used to predict the test
data.

4.3 Multilingual Models
In order to solve the classification tasks with
cross-lingual transfer, we use the pretrained
multilingual BERT model (Devlin et al., 2019)
“bert-base-multilingual-cased” (M) and
the XLM-R model (Conneau et al., 2020)
“xlm-roberta-base” (X) from the Huggingface
Transformers library (Wolf et al., 2020). Both
models are evaluated with the methods Vanilla and
PROFIT. We repeat all our experiments 5 times
with different random seeds. The details about
model training and hyperparameter settings can be
found in Appendix §A.1.

5 Results

5.1 Main Results

Amazon PAWS-X XNLI Avg.

MAJ 20 55.81 33.33 36.17

Direct-mBERT 20.21 45.05 35.05 33.44
Vanilla-mBERT 42.97 80.24 65.05 62.75
PROFIT-mBERT 43.98 82.16 65.79 63.98

Direct-XLM-R 21.98 51.10 35.68 36.25
Vanilla-XLM-R 54.56 82.51 73.61 70.22
PROFIT-XLM-R 54.66 82.73 73.82 70.40

Table 1: Overview of results

Table 1 gives an overview of the experimental
results. PROFIT outperforms the MAJ baseline
with both mBERT and XLM-R for all three classi-
fication tasks. PROFIT also outperforms the Direct
and Vanilla baselines in both mBERT and XLM-
R settings: When trained with mBERT, the per-
formance is improved by 23.77%, 37.11% and
30.74% compared to Direct on Amazon, PAWS-X
and XNLI respectively, and by 1.01%, 1.92% and
0.74% compared to Vanilla. When trained with
XLM-R, the performance is improved by 32.68%,
31.63% and 38.14% compared to Direct, and by
0.10%, 0.22% and 0.21% compared to Vanilla
respectively.
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Task Model en ar bg de el es fr hi ja ko ru sw th tr ur vi zh avg.

Amazon

Vanilla-M 58.92 - - 45.69 - 48.02 47.45 - 35.07 - - - - - - - 38.63 42.97
PROFIT-M 59.05 - - 46.66 - 49.30 48.38 - 37.31 - - - - - - - 38.26 43.98

Vanilla-X 59.61 - - 60.14 - 55.24 55.66 - 51.93 - - - - - - - 49.82 54.56
PROFIT-X 60.06 - - 59.60 - 55.72 55.89 - 52.34 - - - - - - - 49.75 54.66

PAWS-X

Vanilla-M 93.85 - - 84.94 - 87.11 86.55 - 73.39 72.44 - - - - - - 77.01 80.24
PROFIT-M 94.21 - - 86.06 - 88.17 87.91 - 75.79 75.82 - - - - - - 79.22 82.16

Vanilla-X 94.33 - - 86.92 - 88.55 89.04 - 76.07 74.71 - - - - - - 79.75 82.51
PROFIT-X 94.90 - - 87.06 - 88.87 88.86 - 75.53 75.40 - - - - - - 80.63 82.73

XNLI

Vanilla-M 82.57 65.12 68.97 71.40 66.30 74.22 73.68 60.02 - - 68.95 50.24 53.15 62.02 57.96 69.80 68.91 65.05
PROFIT-M 82.57 65.55 69.47 71.57 67.43 75.10 74.57 60.57 - - 69.55 51.13 54.58 62.64 58.04 70.74 70.08 65.79

Vanilla-X 84.91 71.86 77.78 76.86 75.96 79.25 78.21 69.92 - - 75.79 65.21 72.02 73.12 66.07 74.71 73.72 73.61
PROFIT-X 84.97 71.81 77.92 77.35 76.11 79.31 78.75 70.10 - - 75.43 65.13 72.39 73.23 66.95 75.05 73.92 73.82

Table 2: Detailed cross-lingual performance results on three classification tasks. When calculating the average
(avg.), due to the aim of zero-shot cross-lingual transfer, the performance results of the source language English are
not taken into account. Model M stands for mBERT, and X for XLM-R.

While PROFIT outperforms all baselines on
all three tasks, the degree of improvement dif-
fers. The improvements of PROFIT over Vanilla
when trained with mBERT (+1.23%) are larger
than the improvements when trained with XLM-R
(+0.18%).

We further conducted T-tests for results of
Vanilla and PROFIT with different random seeds
(see §A.1 for the seeds). Table 3 shows the T-test
results with p values for each task with mBERT and
XLM-R models. We can see that the p values of
all three tasks with mBERT model are under 0.05,
indicating that the performance gain of PROFIT
is significant with mBERT, while the p values of
all three tasks with XLM-R model are bigger than
0.05, showing no significant performance differ-
ence.

Model Amazon PAWS-X XNLI

mBERT 0.005 0.003 0.005
XLM-R 0.40∗ 0.46∗ 0.44∗

Table 3: T-Test results (p) for results of Vanilla and
PROFIT with different random seeds. Insignificant re-
sults with a p value > 0.05 are marked with ∗.

One reason for the performance difference of the
two models could be that the XLM-R model was
pretrained on far more data than mBERT and is
also much bigger, so that the Vanilla performance
with XLM-R finetuning is much better than with
mBERT in cross-lingual context (Conneau et al.,
2020; Lauscher et al., 2020), leaving less space for
improvement.

A detailed overview of the cross-lingual perfor-

mance of PROFIT compared to Vanilla for each
target language is presented in Table 2. Although
the overall performance of PROFIT is better than
Vanilla for all three tasks in both mBERT and XLM-
R settings, individual differences between lan-
guages can be noticed. On Amazon, with mBERT,
the improvement in Japanese (ja) (+2.24%) is far
greater than on average, whereas Chinese (zh)
shows no improvement (-0.37%); with XLM-R,
PROFIT performs slightly worse than Vanilla on
both Chinese with -0.07% and German (de) with
-0.54%. On PAWS-X, Korean (ko) shows a larger
improvement (+3.38%) than average with mBERT,
and with XLM-R, whereas French (fr) (-0.18%)
and Japanese (-0.54%) show a slightly worse per-
formance than Vanilla. On XNLI, we find im-
provements for all languages with mBERT, and
with XLM-R, Arabic (ar) (-0.06%), Russian (ru)
(-0.36%), and Swahili (sw) (-0.08%) show slightly
worse performance than Vanilla.

We conclude that the performance gain of
PROFIT over Vanilla depends on the models and
languages. In §6, we will further investigate how
linguistic factors influence cross-lingual transfer
performance.

5.2 Few-shot Ablations
Previous studies show that the prompt frame-
work is more effective than finetuning when train-
ing data is scarce (Zhao and Schütze, 2021; Qi
et al., 2022). We investigated how the perfor-
mance changes as the number of training samples
K increases in few-shot settings. The training
and validation data are randomly sampled with
K ∈ {1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024}
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Figure 3: Performance difference between PROFIT and
Vanilla in different few-shot settings and full training
setting on three NLU tasks with both mBERT and XLM-
R models.

shots per class from the English training data.
The detailed results of few-shot ablations can

be found in Table 9, Table 10 and Table 11 in
Appendix §A.4. Figure 3 shows the performance
changes on all three tasks with both mBERT and
XLM-R models. On the Amazon task, the perfor-
mance improvement for smaller numbers of shots
is greater than for full training. As the number of
shots increases, the improvement decreases accord-
ingly. This implies that on the sentiment analysis
task, PROFIT is most valuable with small training
data. On XNLI, the improvement of PROFIT over
Vanilla is first small with in small shots. It then gets
greater, as K increases, and drops again, as bigger
K towards full data size shows up. We conclude
that on NLI tasks such as XNLI, PROFIT is most
effective in few-shot settings with a certain number
of K. On PAWS-X, no obvious difference in few-
shot settings can be found with mBERT in small
shots, but in bigger shots there is greater improve-
ment with K ∈ {256, 512, 1024}; however, with
XLM-R, PROFIT shows almost no performance
improvement over Vanilla.

Overall, sentiment analysis exhibits a clearer
performance improvement for smaller numbers of

shots, whereas the language inference and para-
phrase tasks show greater performance enhance-
ments in few-shot scenarios with larger K. This
might be due to difficulties with pairwise inputs in
these tasks, where we aim to identify the relation-
ship between a pair of sentences. When it comes to
transferring knowledge of sentence relationships,
more examples are needed for successful learning
than in sentiment analysis tasks where semantic in-
formation from comparable cross-lingual sentences
can be directly transferred.

6 Cross-Lingual Analysis

In previous empirical studies of cross-lingual trans-
fer learning (Lauscher et al., 2020; Nie et al., 2023),
several key factors were identified to exert great
effect on the cross-lingual performance, including
(1) the size of the pretraining corpus for the target
language and (2) the similarity between the source
and target languages. We analyze how these two
factors influence PROFIT’s effectiveness for the
languages on three tasks.

The pretraining corpus size of the target lan-
guages can be simply measured by the log2 of the
number of articles in Wikipedia2.

For measuring the similarity between languages,
we employ methods from recent studies of lan-
guage representations. In these studies, languages
are encoded as vectors according to their various
linguistic and typological features. With these lan-
guage vectors, a range of distance metrics, such
as Euclidean distance and cosine similarity, can be
used to measure the similarity between languages.
Littell et al. (2017) proposed LANG2VEC which en-
codes languages using 5 vectors, with each vector
representing a specific language feature. Östling
and Kurfalı (2023) measured the lexical similar-
ity by calculating language vectors based on the
ASJP word list database (Wichmann et al., 2022).
Liu et al. (2023b) recently proposed a novel lan-
guage similarity metric from the perspective of
conceptualization across multiple languages. In
our work, we compute two similarity metrics: (i)
a comprehensive linguistic similarity metric based
on LANG2VEC (Littell et al., 2017) and (ii) a lexi-
cal similarity metric based on the ASJP word list
database (Östling and Kurfalı, 2023).

The LANG2VEC approach provides information-
rich vector representations of languages from dif-

2https://meta.wikimedia.org/wiki/List_of_
Wikipedias

https://meta.wikimedia.org/wiki/List_of_Wikipedias
https://meta.wikimedia.org/wiki/List_of_Wikipedias
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lang
Typological & Phylogenetic Sim. Lexical Sim.

Size
Task Performance

SYN PHO INV FAM GEO Sim1 UMAP SVD Sim2 amazon-M amazon-X pawsx-M pawsx-X xnli-M xnli-X

ar 65.47 70.06 75.88 0.00 97.04 61.69 -1.90 4.87 1.49 20.20 - - - - 65.55 71.81

bg 78.78 90.45 70.02 13.61 99.01 70.38 8.65 33.21 20.93 18.15 - - - - 69.47 77.92

de 79.05 83.62 77.62 54.43 99.76 78.90 83.42 76.83 80.13 21.42 46.66 59.60 86.06 87.06 71.57 77.35

el 73.19 95.35 64.75 14.91 98.95 69.43 1.24 24.81 13.03 17.76 - - - - 67.43 76.11

es 84.97 85.81 64.99 9.62 99.59 69.00 1.61 28.30 14.96 20.83 49.30 55.72 88.17 88.87 75.10 79.31

fr 76.83 75.26 73.64 9.62 99.93 67.06 1.34 31.76 16.55 21.27 48.38 55.89 87.91 88.86 74.57 78.75

hi 58.79 85.81 76.53 12.60 91.10 64.97 1.20 21.11 11.16 17.26 - - - - 60.57 70.10

ja 49.63 64.44 65.92 0.00 85.65 53.13 - - - 20.39 37.31 52.34 75.79 75.53 - -

ko 55.66 74.62 71.04 0.00 86.93 57.65 -0.22 12.42 6.10 19.28 - - 75.82 75.40 - -

ru 75.74 90.45 63.17 16.67 95.81 68.37 8.63 32.60 20.62 20.87 - - - - 69.55 75.43

sw 42.26 90.91 76.16 0.00 91.50 60.17 -9.05 -7.18 -8.12 16.23 - - - - 51.13 65.13

th 65.20 81.82 78.88 0.00 85.25 62.23 -0.21 3.82 1.81 17.25 - - - - 54.58 72.39

tr 43.36 85.81 68.49 0.00 98.25 59.18 -7.80 -1.56 -4.68 19.00 - - - - 62.64 73.23

ur 50.01 0.00 71.56 12.60 92.54 45.34 1.35 24.92 13.14 17.54 - - - - 58.04 66.95

vi 64.92 78.33 74.76 0.00 85.25 60.65 0.86 -18.50 -8.82 20.29 - - - - 70.74 75.05

zh 73.49 78.33 74.91 0.00 88.42 63.03 - - - 20.37 38.26 49.75 79.22 80.63 70.08 73.92

Table 4: Overview of language features and task performances with PROFIT for correlation analysis. Language
features include typological & phylogenetic similarities (Sim1), lexical similarities (Sim2), and target language size
(Size). Task performance contains the PROFIT results on the three datasets with both mBERT and XLM-R models.

ferent linguistic and ethnological perspectives. We
adopt five linguistic categories: syntax (SYN),
phonology (PHO), phonological inventory (INV),
language family (FAM), and geography (GEO).
SYN, PHO and INV are typological categories,
and FAM and GEO are phylogenetic categories.
Given these vectors, we calculate 5 different cosine
similarity metrics between English and each target
language.

The lexical similarity metric is based on a mean
normalized pairwise Levenshtein distance matrix
from ASJP. The language vectors used for calcu-
lating the lexical similarity are reduced in dimen-
sionality. Two dimensionality reduction methods
are employed for calculating the lexical similarity:
Uniform Manifold Approximation and Projection
(UMAP) (McInnes et al., 2018) and Singular Value
Decomposition (SVD) (Stewart, 1993).

The final typological and phylogenetic similarity
score Sim1 for each language pair is calculated by
averaging the 5 similarities of LANG2VEC. Simi-
larly, the lexical similarity score Sim2 is calculated
by averaging the similarities of the UMAP and SVD
vectors. More formally, as Eq. 3 shows, let f de-
note a feature from the feature set Fn for metric n,
and let vf denote the corresponding feature vector.
The sim1 and sim2 scores for the source language
English (e) and some target language j are then
calculated by:

simn(e, j) =
1

|Fn|
∑
f∈Fn

vf (e) · vf (j)
∥vf (e)∥2 ∥vf (j)∥2

(3)

Table 4 shows a list of language features (typo-
logical & phylogenetic similarities, lexical simi-
larities, and target language size) and task perfor-
mances with PROFIT for the following correlation
analysis. The language similarities, namely the ty-
pological & phylogenetic similarities (Sim1) and
lexical similarities (Sim2) refer to the similarity
between each language and English, based on the
above introduced language vectors. Sim1 and Sim2

are calculated by Eq. 3. ja and zh are not included
in Östling and Kurfalı (2023)’s original language
sets, thus these two values are missing for the lexi-
cal similarities. The target language size (Size) is
calculated by the log2 of the number of articles in
Wikipedia.

Based on the obtained language features and
experimental results of task performance with
PROFIT, we did a correlation analysis. Table 5
shows the results of the two correlation tests on
each task.

According to the results of Pearson and Spear-
man tests and the p values, the two factors, namely,
both the size of pretraining data for the target lan-
guage and the similarity of typological and phy-
logenetic features of languages (sim1) have a sig-
nificant positive correlation with the improvement
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Task Model Stat.
sim1 sim2 Size

corr. p corr. p corr. p

Amazon

PROFIT-M
P 0.73 0.16∗ -0.95 0.21∗ 0.81 0.09∗

S 0.70 0.19∗ -1.00 0.00 0.50 0.39∗

PROFIT-X
P 0.80 0.10∗ 1.00 0.01 0.92 0.03

S 0.80 0.10∗ 1.00 0.00 1.00 1e-24

PAWS-X

PROFIT-M
P 0.82 0.05 0.31 0.69∗ 0.82 0.04

S 0.83 0.04 0.20 0.80∗ 0.60 0.21∗

PROFIT-X
P 0.83 0.04 0.34 0.66∗ 0.84 0.04

S 0.77 0.07∗ 0.20 0.80∗ 0.71 0.11∗

XNLI

PROFIT-M
P 0.57 0.03 0.43 0.14∗ 0.86 9e-05

S 0.59 0.03 0.53 0.06∗ 0.90 1e-05

PROFIT-X
P 0.72 4e-03 0.43 0.14∗ 0.70 5e-03

S 0.77 1e-03 0.63 0.02 0.72 4e-03

Table 5: Correlations between task performance and
language similarities (sim1 & sim2) and target language
size. P stands for Pearson test and S for Spearman test.
Insignificant results with a p value > 0.05 are marked
with ∗.

of cross-lingual performance especially on XNLI,
with both PROFIT-M and PROFIT-X models. Only
the correlations calculated with the similarity of lex-
ical features (sim2) show some insignificant results.
Furthermore, on XNLI, the correlation with lan-
guage similarity is stronger with PROFIT-X, while
the correlation with target data size is stronger with
PROFIT-M. We argue that the XLM-R model is
bigger than mBERT, so that the linguistic features
have more effect on the performance, while for the
smaller model mBERT the data size plays a greater
role, which further reveals our findings in §5.1 that
the applied pretrained model for finetuning has an
impact on the PROFIT performance.

On PAWS-X and Amazon, we find weak correla-
tions with the proposed factors, which could result
from the limitation of languages in test data: XNLI
comprises 15 different languages, whereas PAWS-
X and Amazon only contain 7 and 6 languages in
the test set, respectively. Thus weaker correlations
have been found.

To sum up, language similarity and size are two
factors that impact the cross-lingual performance in
our study, and we find significant correlations when
the test set contains a larger amount of languages.

7 Conclusion

In our work, we introduce PROFIT for zero-shot
cross-lingual transfer, a pipeline which reformu-

lates input examples into cloze-style prompts and
applies the input examples with the prompts and its
verbalizers as masked token to finetuning, changing
the sentence classification task of vanilla finetun-
ing into a masked token prediction task. We fine-
tune the multilingual pretrained language model
(MPLM) on source language prompts and apply it
to target language data. We use PROFIT with the
two MPLMs mBERT and XML-R, and evaluate
its efficacy on three different types of multilingual
classification tasks in natural language understand-
ing – multi-class sentiment classification, binary
paraphrase identification, and multi-class natural
language inference. Our experiments show that
PROFIT outperforms vanilla finetuning with both
mBERT and XML-R on all three tasks. We fur-
ther discovered that the performance improvement
of PROFIT is generally more obvious in few-shot
scenarios. Additionally, we demonstrate that the
similarity of the source and target language and
the size of the target language pretraining data sig-
nificantly correlate with the cross-lingual transfer
performance of PROFIT, especially on a big dataset
with a variety of test languages.

Limitations

This study presents the PROFIT pipeline, which
aims to enhance zero-shot cross-lingual transfer
performance. Our approach was evaluated on vari-
ous multilingual datasets and showed improved per-
formance. However, due to the limitations of the
datasets, only a few languages could be evaluated,
thus making it difficult to draw a typological con-
clusion for all languages. Besides, our exploration
in using the prompt-based learning method for
cross-lingual language understanding is restricted
to single-sentence and sentence pair classifications.
As future work, our investigation should be ex-
tended to more types of language understanding
tasks, such as sequence labelling tasks, e.g. slot
detection, named entity recognition, etc.

Ethics Statement

This research was conducted in accordance with the
ACM Code of Ethics. All the datasets that we use
are publicly available. We report only aggregated
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Data with this paper.
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A Appendix

A.1 Training Details

During training, we used the same hyperparameters
for Vanilla and PROFIT to keep the variables con-
sistent for comparison. The chosen hyperparame-
ters for both full-shot training and few-shot training
are documented in Table 6. To avoid random ef-
fects on training, we trained each experiment with
5 different random seeds {10, 42, 421, 510, 1218}
and take the average results.

Hyperparameter Full Few-shot

EPOCHS 5 50
LEARNING_RATE 1e-5 1e-5
BATCH_SIZE 8 1
GRADIENT_ACCUMULATION_STEPS 4 2
MAX_SEQ_LENGTH 128 128
EARLY_STOPPING_PATIENCE - 3

Table 6: Hyperparameters

A.2 Dataset Statistics

In Table 7 we show a basic statistic view of the
Amazon Review (Keung et al., 2020) , PAWS-X
(Zhang et al., 2019) and XNLI (Williams et al.,
2018) datasets. We use the original train-dev-test
split from the datasets. For training and validation
we use the English train and dev dataset, and for
test we use the test sets of all languages. The test
data size for each target language is the same in all
tasks.

Task
Size

#Labels

| Train | | Dev | | Test |

Amazon 200 000 5 000 5 000 5

PAWS-X 49 401 2 000 2 000 2

XNLI 392 702 2 490 5 010 3

Table 7: Overview of the three datasets. Train and dev
data size refers to the number of samples for English.
Test data size refers to the number of samples for each
target language.

A.3 Reproducibility

The code for data processing and model training
is available at the following Github repository:
https://github.com/boleima/ProFiT.

A.4 Detailed Results
We present the detailed results of few-shot train-
ing performance of Vanilla and PROFIT for all
three tasks in Table 9 (Amazon Review), Table 10
(PAWS-X) and Table 11 (XNLI), as well as the
T-test results for all tasks in few-shot conditions in
Table 8.

Shot
Amazon PAWS-X XNLI

M X M X M X

1 0.001 0.001 0.50 0.56∗ 0.01 0.12∗

2 0.10 0.01 0.22∗ 0.08∗ 0.89∗ 0.18∗

4 0.09∗ 0.02 0.80∗ 0.10∗ 0.05 0.07∗

8 0.23∗ 0.04 0.83∗ 0.04 0.86∗ 0.14∗

16 0.78∗ 0.11∗ 0.30∗ 0.05 0.27∗ 0.03

32 0.06∗ 0.16∗ 1.00∗ 0.58∗ 0.11∗ 0.01

64 0.03 0.18∗ 0.02 0.80∗ 0.09∗ 0.002

128 0.07∗ 0.11∗ 0.15∗ 0.82∗ 0.34∗ 0.01

256 0.73∗ 0.21∗ 0.12∗ 0.78∗ 0.07∗ 0.02

512 0.86∗ 0.01 0.04 0.90∗ 0.61∗ 0.004

1028 0.003 0.31∗ 0.03 0.55∗ 0.74∗ 0.03

full 0.005 0.40∗ 0.003 0.46∗ 0.005 0.44∗

Table 8: T-Test results (p) for results of Vanilla and
PROFIT in different few-shot conditions. M stands for
mBERT and X stands for XLM-R. Insignificant results
with a p value > 0.05 are marked with ∗.

https://github.com/boleima/ProFiT
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Shot Model en de es fr ja zh avg.

1

Vanilla-M 22.30 20.66 19.82 20.02 20.14 20.08 20.14
PROFIT-M 28.52 26.05 26.98 26.18 25.96 25.01 26.04

Vanilla-X 21.98 22.15 21.69 21.79 21.42 21.52 21.71
PROFIT-X 37.09 29.86 35.06 36.10 33.13 34.00 33.63

2

Vanilla-M 24.37 23.14 23.00 22.70 21.27 21.36 22.29
PROFIT-M 27.63 25.78 26.04 25.05 23.24 23.73 24.77

Vanilla-X 21.31 21.08 21.52 20.67 20.76 21.41 21.09
PROFIT-X 35.63 31.82 33.46 34.40 33.35 32.70 33.14

4

Vanilla-M 27.04 24.94 23.95 23.93 23.86 22.20 23.78
PROFIT-M 30.63 26.87 27.67 26.34 25.44 26.05 26.47

Vanilla-X 29.74 29.96 29.67 30.87 26.12 28.89 29.10
PROFIT-X 40.23 37.91 38.60 38.75 38.84 37.11 38.24

8

Vanilla-M 29.95 26.82 26.75 26.91 24.18 25.70 26.07
PROFIT-M 32.67 29.07 30.20 29.38 26.24 27.12 28.40

Vanilla-X 32.02 32.84 33.02 32.60 28.84 31.51 31.76
PROFIT-X 42.23 35.63 40.55 39.79 39.65 38.33 38.79

16

Vanilla-M 33.92 30.87 32.01 30.29 28.94 28.36 30.09
PROFIT-M 35.27 31.66 32.10 31.37 29.70 28.58 30.68

Vanilla-X 38.97 39.42 38.70 38.84 34.61 35.72 37.45
PROFIT-X 44.78 44.40 43.89 43.55 42.57 41.26 43.13

32

Vanilla-M 36.73 31.26 31.64 31.69 28.94 29.08 30.52
PROFIT-M 37.90 33.44 34.68 33.72 31.18 30.77 32.76

Vanilla-X 44.92 45.42 44.45 44.78 42.16 41.85 43.73
PROFIT-X 47.51 47.12 46.67 45.78 44.24 42.70 45.30

64

Vanilla-M 39.85 33.76 35.20 34.65 30.98 29.90 32.90
PROFIT-M 41.62 36.25 37.84 36.15 32.97 32.56 35.15

Vanilla-X 48.06 48.48 46.77 47.34 44.01 42.05 45.73
PROFIT-X 49.42 48.16 47.99 46.93 45.58 44.00 46.53

128

Vanilla-M 43.29 35.52 37.50 36.38 32.36 31.51 34.65
PROFIT-M 44.19 38.39 39.84 38.74 34.62 33.71 37.06

Vanilla-X 50.40 50.75 48.37 48.12 46.26 44.80 47.66
PROFIT-X 50.75 51.24 49.75 49.22 47.39 45.35 48.59

256

Vanilla-M 45.64 37.15 39.23 38.20 33.54 32.86 36.20
PROFIT-M 45.39 37.71 39.99 40.31 32.55 32.82 36.68

Vanilla-X 51.21 50.92 47.15 47.85 46.01 44.23 47.23
PROFIT-X 51.40 52.18 50.22 49.81 47.65 45.60 49.09

512

Vanilla-M 47.66 37.57 39.90 39.16 33.82 33.64 36.82
PROFIT-M 47.64 37.48 40.63 40.99 32.76 33.40 37.05

Vanilla-X 51.90 51.69 49.21 49.67 46.23 43.96 48.15
PROFIT-X 52.94 52.79 50.21 50.06 48.16 45.82 49.41

1024

Vanilla-M 49.26 38.47 41.24 39.88 33.52 33.79 37.38
PROFIT-M 49.63 41.47 43.54 41.97 36.52 34.54 39.61

Vanilla-X 51.33 48.55 45.06 44.91 42.85 41.79 44.63
PROFIT-X 54.55 53.15 51.98 51.18 47.98 46.08 50.07

full

Vanilla-M 58.92 45.69 48.02 47.45 35.07 38.63 42.97
PROFIT-M 59.05 46.66 49.30 48.38 37.31 38.26 43.98

Vanilla-X 59.61 60.14 55.24 55.66 51.93 49.82 54.56
PROFIT-X 60.06 59.60 55.72 55.89 52.34 49.75 54.66

Table 9: Few-shot performance on Amazon
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Shot Model en de es fr ja ko zh avg.

1

Vanilla-M 54.38 53.29 54.22 54.25 53.37 54.01 53.20 53.72
PROFIT-M 53.21 54.18 54.44 54.34 55.31 54.35 53.80 54.40

Vanilla-X 51.95 51.75 51.57 51.62 51.95 51.73 51.80 51.74
PROFIT-X 50.19 48.53 50.68 46.83 50.80 44.55 49.91 48.55

2

Vanilla-M 53.54 53.60 53.81 54.18 54.43 54.54 53.77 54.06
PROFIT-M 52.38 53.04 53.34 53.13 54.35 53.90 51.82 53.26

Vanilla-X 54.95 54.73 54.30 54.57 54.25 54.05 54.32 54.37
PROFIT-X 51.59 50.25 51.65 48.86 51.31 46.30 50.70 49.85

4

Vanilla-M 53.93 53.11 53.38 53.94 53.85 54.28 53.71 53.71
PROFIT-M 52.40 53.07 53.64 53.41 54.79 53.53 51.20 53.27

Vanilla-X 53.15 54.45 53.99 53.90 53.81 53.79 53.64 53.93
PROFIT-X 53.54 51.25 53.00 49.05 53.46 45.29 51.83 50.65

8

Vanilla-M 54.30 53.50 53.51 54.02 54.03 53.94 54.15 53.86
PROFIT-M 52.81 54.12 53.42 53.31 53.98 53.51 51.93 53.38

Vanilla-X 54.60 55.13 54.68 54.80 55.46 55.10 55.14 55.05
PROFIT-X 53.18 52.65 53.03 51.22 52.48 48.83 52.21 51.74

16

Vanilla-M 54.08 50.86 52.04 52.66 51.77 52.27 51.23 51.81
PROFIT-M 52.81 53.08 53.80 53.20 53.51 53.95 52.09 53.27

Vanilla-X 54.45 54.84 54.45 54.54 54.96 54.56 54.78 54.69
PROFIT-X 53.73 51.58 53.24 49.95 53.21 48.28 52.31 51.43

32

Vanilla-M 54.03 52.94 53.48 53.65 53.13 53.58 53.08 53.31
PROFIT-M 52.99 52.97 53.75 53.14 53.57 54.16 51.42 53.17

Vanilla-X 52.44 53.95 52.96 53.21 53.46 54.05 53.94 53.60
PROFIT-X 53.63 51.96 53.44 50.51 53.61 49.84 52.73 52.01

64

Vanilla-M 55.44 55.42 55.46 55.97 54.80 55.92 56.41 55.66
PROFIT-M 53.95 54.59 54.05 54.48 54.51 54.95 52.61 54.20

Vanilla-X 55.20 55.35 54.69 54.95 55.84 55.09 55.39 55.22
PROFIT-X 56.60 54.95 55.90 54.59 55.63 51.51 55.29 54.64

128

Vanilla-M 56.63 56.29 56.69 56.43 55.31 55.70 55.75 56.03
PROFIT-M 55.54 55.76 55.28 55.26 55.88 55.75 55.61 55.59

Vanilla-X 54.61 54.99 54.44 54.80 55.24 55.14 54.98 54.93
PROFIT-X 58.66 56.28 57.95 54.91 56.09 52.39 57.35 55.83

256

Vanilla-M 58.66 56.00 56.38 56.93 55.36 55.77 55.65 56.02
PROFIT-M 61.84 60.51 60.65 60.90 58.56 58.70 59.70 59.84

Vanilla-X 59.30 58.23 58.79 58.54 57.18 57.54 57.70 57.99
PROFIT-X 59.94 57.75 59.58 57.86 57.28 54.31 57.35 57.35

512

Vanilla-M 64.23 59.38 60.00 60.15 56.90 56.84 56.79 58.34
PROFIT-M 73.47 69.74 70.23 70.20 63.84 64.56 66.97 67.59

Vanilla-X 77.03 71.28 72.09 72.46 63.43 63.79 66.53 68.26
PROFIT-X 76.94 71.01 72.29 71.24 63.19 63.28 66.61 67.94

1024

Vanilla-M 74.43 68.44 69.47 70.01 61.95 61.13 64.69 65.95
PROFIT-M 81.06 74.58 76.08 76.15 66.05 66.76 70.64 71.71

Vanilla-X 86.33 79.23 80.86 80.74 69.25 68.18 73.26 75.25
PROFIT-X 87.84 78.94 81.53 80.58 67.68 68.01 71.85 74.76

full

Vanilla-M 93.85 84.94 87.11 86.55 73.39 72.44 77.01 80.24
PROFIT-M 94.21 86.06 88.17 87.91 75.79 75.82 79.22 82.16

Vanilla-X 94.33 86.92 88.55 89.04 76.07 74.71 79.75 82.51
PROFIT-X 94.90 87.06 88.87 88.86 75.53 75.40 80.63 82.73

Table 10: Few-shot performance on PAWS-X
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Shot Model en ar bg de el es fr hi ru sw th tr ur vi zh avg.

1

Vanilla-M 33.58 32.97 32.97 33.46 32.70 33.33 33.43 32.44 32.93 32.85 33.12 33.05 32.96 33.00 32.99 33.02
PROFIT-M 37.58 34.93 33.56 35.95 35.02 34.25 36.38 33.93 36.76 34.62 33.83 34.07 34.22 36.43 37.41 35.10

Vanilla-X 33.73 33.07 32.86 33.51 32.66 33.40 33.54 32.50 33.04 33.15 33.18 33.14 33.00 33.08 33.04 33.08
PROFIT-X 39.26 34.61 34.85 36.28 36.88 33.59 34.92 39.76 34.47 36.53 36.33 36.56 37.03 37.40 36.61 36.13

2

Vanilla-M 34.67 34.98 36.21 36.15 35.46 36.91 36.42 34.34 35.42 34.67 34.20 35.40 34.04 36.18 35.61 35.43
PROFIT-M 38.38 34.85 34.02 35.07 35.20 33.44 35.70 35.63 35.65 34.50 33.78 34.35 34.67 36.57 37.12 35.04

Vanilla-X 34.84 34.33 35.51 35.62 34.99 36.25 35.86 34.14 35.09 34.39 33.95 34.87 33.76 35.55 35.02 34.95
PROFIT-X 39.22 36.54 36.73 38.48 37.83 34.21 37.91 38.87 35.56 37.16 38.42 38.01 37.75 38.25 36.98 37.34

4

Vanilla-M 37.91 35.47 36.12 36.20 35.03 36.22 36.09 34.60 35.60 35.01 34.35 35.49 34.49 36.28 35.74 35.48
PROFIT-M 38.04 35.43 34.64 36.67 36.50 33.66 36.63 36.07 36.83 34.87 33.42 35.41 34.44 37.06 37.07 35.62

Vanilla-X 37.55 34.31 35.08 35.11 34.09 35.06 34.85 33.74 34.53 34.09 33.58 34.39 33.71 35.09 34.56 34.44
PROFIT-X 38.79 36.03 35.23 37.49 37.36 33.50 36.54 38.79 34.21 37.11 37.79 36.47 37.58 37.96 36.22 36.59

8

Vanilla-M 40.83 37.39 38.56 38.69 37.77 39.25 39.06 36.38 37.72 37.54 36.46 38.07 36.28 38.22 37.76 37.80
PROFIT-M 38.71 36.59 35.73 37.20 37.33 34.88 38.05 38.22 38.32 35.37 35.40 36.48 35.99 38.20 38.93 36.91

Vanilla-X 40.84 36.52 37.57 37.97 36.85 38.50 38.35 35.70 37.00 36.77 35.57 37.33 35.57 37.56 36.95 37.01
PROFIT-X 41.58 37.81 37.61 39.74 39.06 35.07 37.65 39.78 37.26 38.64 40.32 38.79 38.65 40.33 38.54 38.52

16

Vanilla-M 42.42 39.56 40.71 40.36 39.63 41.49 41.14 37.86 39.60 38.27 37.35 38.77 37.44 40.76 40.25 39.51
PROFIT-M 44.52 42.10 41.96 40.85 42.18 40.63 43.98 41.17 43.10 36.50 38.83 41.71 38.95 43.40 43.14 41.32

Vanilla-X 42.65 39.37 40.33 40.09 39.15 41.12 40.73 37.72 39.44 38.02 37.34 38.63 37.19 40.73 40.01 39.28
PROFIT-X 49.72 42.15 43.51 47.38 46.22 40.19 44.09 45.59 43.14 44.81 46.16 45.39 44.43 47.35 45.69 44.72

32

Vanilla-M 46.18 40.39 41.17 41.25 40.39 42.65 41.88 38.69 40.77 38.29 38.47 39.62 38.82 41.18 40.89 40.32
PROFIT-M 49.02 45.64 46.01 44.64 47.57 45.00 48.32 45.06 46.37 38.28 43.39 43.68 43.88 47.18 47.78 45.20

Vanilla-X 46.11 39.69 40.44 40.57 39.81 42.05 41.28 38.30 40.25 37.71 37.99 39.05 38.17 40.27 40.00 39.68
PROFIT-X 52.27 46.87 48.41 49.79 49.12 45.55 48.85 48.42 48.10 45.90 49.20 47.88 46.58 49.84 48.55 48.08

64

Vanilla-M 52.10 45.26 46.64 48.10 46.32 49.44 48.57 42.71 45.45 39.13 40.24 42.19 42.41 47.23 46.91 45.04
PROFIT-M 55.04 50.28 51.76 52.60 52.90 50.46 53.85 49.57 51.68 42.26 46.38 49.01 48.85 52.89 52.57 50.36

Vanilla-X 51.86 44.99 46.39 47.86 45.84 48.92 48.47 42.99 45.25 39.04 40.35 42.43 42.51 47.08 46.70 44.92
PROFIT-X 59.35 50.75 53.38 55.47 55.32 50.92 55.71 53.11 52.67 51.31 53.99 52.95 51.30 55.51 54.41 53.34

128

Vanilla-M 58.61 51.91 54.23 54.89 54.32 56.27 55.30 49.05 52.87 43.18 46.02 49.56 48.28 54.02 54.06 51.71
PROFIT-M 59.12 53.87 55.09 56.44 55.33 55.00 56.09 52.36 54.71 45.25 49.41 52.44 51.35 55.62 55.98 53.50

Vanilla-X 58.27 51.41 53.86 54.61 53.85 55.90 54.89 48.68 52.21 42.87 46.23 49.26 47.89 53.55 53.90 51.36
PROFIT-X 64.78 56.50 60.23 60.77 60.55 59.51 61.20 57.41 59.13 55.12 58.44 58.15 55.36 60.24 59.68 58.73

256

Vanilla-M 61.88 53.54 56.61 57.25 56.20 58.77 57.91 51.31 55.45 44.97 46.97 52.75 50.07 56.51 56.76 53.94
PROFIT-M 62.30 54.82 56.96 57.92 56.48 58.69 58.39 53.58 57.09 45.55 49.06 53.64 52.41 57.81 58.06 55.03

Vanilla-X 61.68 53.30 56.19 57.01 55.91 58.47 57.74 51.13 55.22 44.86 46.68 52.77 49.79 56.24 56.33 53.69
PROFIT-X 66.55 58.08 62.26 62.24 61.23 62.88 63.44 58.56 60.42 54.77 59.95 59.95 56.59 62.28 61.18 60.27

512

Vanilla-M 64.94 56.75 59.66 60.73 58.53 61.99 60.89 53.69 58.94 46.24 48.58 55.50 52.56 59.71 59.89 56.69
PROFIT-M 65.39 57.36 60.18 61.03 58.95 61.59 61.04 55.07 59.52 47.23 50.48 55.98 54.08 60.25 60.41 57.37

Vanilla-X 64.92 56.33 59.53 60.47 58.11 61.92 60.59 53.36 58.53 45.92 47.99 55.25 52.15 59.32 59.49 56.35
PROFIT-X 70.13 61.99 66.33 65.47 64.91 67.43 66.72 60.53 64.80 57.27 63.16 63.35 58.78 65.31 64.74 63.63

1024

Vanilla-M 65.90 56.85 59.73 61.10 58.40 62.73 62.07 54.57 59.38 46.46 48.46 56.19 54.21 60.32 60.51 57.21
PROFIT-M 66.77 57.83 59.94 61.53 59.42 62.05 61.99 55.37 59.54 47.44 49.10 56.40 53.91 60.48 60.62 57.54

Vanilla-X 65.67 56.88 59.61 60.95 57.99 62.47 61.93 54.48 59.30 46.36 48.21 56.01 54.29 60.15 60.25 57.06
PROFIT-X 71.51 63.04 67.62 66.26 66.27 68.64 67.72 62.02 65.86 58.12 64.33 64.41 60.46 66.36 65.50 64.76

full

Vanilla-M 82.57 65.12 68.97 71.40 66.30 74.22 73.68 60.02 68.95 50.24 53.15 62.02 57.96 69.80 68.91 65.05
PROFIT-M 82.57 65.55 69.47 71.57 67.43 75.10 74.57 60.57 69.55 51.13 54.58 62.64 58.04 70.74 70.08 65.79

Vanilla-X 84.91 71.86 77.78 76.86 75.96 79.25 78.21 69.92 75.79 65.21 72.02 73.12 66.07 74.71 73.72 73.61
PROFIT-X 84.97 71.81 77.92 77.35 76.11 79.31 78.75 70.10 75.43 65.13 72.39 73.23 66.95 75.05 73.92 73.82

Table 11: Few-shot performance on XNLI


