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Abstract

This paper describes the speech translation
systems SRI-B developed for the ITWSLT
2023 Evaluation Campaign Dialectal and Low-
resource track: Marathi-Hindi Speech Trans-
lation. We propose systems for both the
constrained (systems are trained only on the
datasets provided by the organizers) and the un-
constrained conditions (systems can be trained
with any resource). For both the conditions, we
build end-to-end speech translation networks
comprising of a conformer encoder and a trans-
former decoder. Under both the conditions, we
leverage Marathi Automatic Speech Recogni-
tion (ASR) data to pre-train the encoder and
subsequently train the entire model on the
speech translation data. Our results demon-
strate that pre-training the encoder with ASR
data is a key step in significantly improving the
speech translation performance. We also show
that conformer encoders are inherently superior
to its transformer counterparts for speech trans-
lation tasks. Our primary submissions achieved
a BLEU% score of 31.2 on the constrained con-
dition and 32.4 on the unconstrained condition.
We secured the top position in the constrained
condition and second position in the uncon-
strained condition.

1 Introduction

Speech translation (ST) is the task of automatically
translating a speech signal in a given language into
text in another language. While rapid strides have
been made in speech translation in recent times,
this progress has been restricted to a small number
of high resource languages. This progress excludes
sizable sections of people who speak languages
that have very little speech data available. So, for
these speech systems to be beneficial and impactful
in the real world, they have to be developed and
shown to work on low-resource languages as well.

In order to mitigate these issues and encourage
research on low-resource languages, IWSLT pro-
pose a dialectal and low-resource speech translation

track (Agarwal et al., 2023) as a part of their 2023
shared tasks evaluation campaign. While this track
includes various low resource languages, we focus
our efforts on the Marathi-Hindi language pair. The
goal of this task is to translate Marathi speech to
it’s corresponding Hindi text. Marathi and Hindi
are both Indo-Aryan languages used in India. Even
though there were 83 million people across India
speaking Marathi as per the 2011 census of India,
it lacks sufficient speech data to support modern
speech translation systems.

This paper discusses our work and submissions
on the Marathi-Hindi low-resource speech trans-
lation task. Our experiments in this paper focus
only on end-to-end architectures. We begin our
experiments with a simple end-to-end Transformer
and build on this approach with the following key
contributions that significantly better our final per-
formance:

* Encoder pre-training with Marathi ASR data.

* Replacing the Transformer encoder blocks
with Conformer encoder blocks.

* Utilizing the dev split during speech transla-
tion training for the final submissions.

2 Related work

Traditionally, speech translation was performed us-
ing cascaded systems (Ney, 1999) (Casacuberta
et al., 2008) (Post et al., 2013) (Kumar et al., 2014)
of ASR and Machine Translation (MT) models. In
this approach, speech was first transcribed using an
ASR model and then the transcriptions were trans-
lated to text in the target language with the help
of a MT model. This approach however possessed
several key drawbacks like error propagation, in-
creased latency, and architectural complexity due
to multiple models.

The first attempt towards building an end-to-end
speech translation system was by (Bérard et al.,
2016), where they built a system that eliminated
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Type #Utterances Hours
train 7990 15.53
dev 2103 3.39
test 2164 4.26

Table 1: Details of speech translation (ST) data.

the need for source language transcriptions. Sim-
ilarly, (Weiss et al., 2017) proposed an attention
based encoder-decoder architecture for end-to-end
speech translation that exhibited improved perfor-
mance over cascaded systems. (Bentivogli et al.,
2021) perform a detailed comparison between the
paradigms of cascaded and end-to-end speech trans-
lation.

Developing speech translation systems for low-
resource scenarios are especially challenging given
the scarcity of training data. Speech translation
systems submitted in IWSLT 2019 (Niehues et al.,
2019) tended to prefer cascaded approaches for
low-resource tracks. The cascaded approach which
was favoured in (Le et al., 2021), used a hybrid
ASR system with wav2vec features followed by
a MT model for two low-resource language pairs.
Recently, as system trained with joint optimiza-
tion of ASR, MT and ST (Anastasopoulos et al.,
2022) exhibited good performance. Also, usage of
self-supervised learning based pre-trained models
such as XLR-S (Babu et al., 2021) and mBART
(Tang et al., 2020) have been shown to be effective,
especially for low-resource scenarios.

3 Data description

The challenge data consists of Marathi speech to
Hindi text translation data from the news domain
for the model training and development which we
shall henceforth refer to as ST (speech translation)
data. The details of this dataset has been mentioned
in Table 1. This dataset was directly shared with all
the participants involved. Development (dev) and
test (test) sets were also provided for assessing the
model performance. Hindi text labels for the test
set were kept blind for all the participants.

The organizers shared additional Marathi audio
data along with its transcripts which can be used for
the constrained condition, the details of which have
been mentioned in Table 2. Common Voice (Ardila
et al., 2019) is a publicly available multi-language
dataset prepared using crowd-sourcing. OpenSLR
(He et al., 2020) is a multi-speaker speech corpora
intended for text-to-speech (TTS) applications. In-

dian Language Corpora (Abraham et al., 2020) con-
sists of crowd-sourcing recordings of low-income
workers. From all three datasets, only the Marathi
language subsets were utilized for training pur-
poses.

For the unconstrained condition, in addition to
the aforementioned datasets, III'T-H Voices (Prahal-
lad et al., 2012) (Prahallad et al., 2013) and IITM
Indic TTS (Baby et al., 2016) were also utilized,
both of which were designed for building TTS sys-
tems.

4 System Description

All the models we trained for this challenge are
end-to-end speech translation (ST) systems. For
the purposes of this challenge, we tried two archi-
tectures: Listen, attend and spell (LAS) (Chan et al.,
2016) style Transformer (Vaswani et al., 2017) and
the same model with its encoder replaced with Con-
former (Gulati et al., 2020) layers. Both the models
were implemented using the Fairseq S2T toolkit
(Ott et al., 2019).

The Conformer model consists of a 16-layer
Conformer encoder paired with a 6-layer Trans-
former decoder. The Transformer model comprises
of a 12-layer Transformer encoder and a 6-layer
Transformer decoder. In all the cases where pre-
training is involved, the encoder blocks are pre-
trained (Bahar et al., 2019) using Marathi ASR data
mentioned in Table 2. Then, the model is trained
on the Marathi-Hindi ST data with the encoder ini-
tialized from the previous ASR pre-training stage.
Relative positional encoding was used in the case
of the Conformer model.

For speech inputs, 80-channel log mel-filter
bank features (25ms window size and 10ms shift)
were extracted with utterance-level CMVN (Cep-
stral Mean and Variance Normalization) applied.
SpecAugment (Park et al., 2019) is applied on top
of this feature set. We experimented with character
vocabulary and a 1000 BPE (Byte Pair Encoding)
vocabulary and found that the former performs bet-
ter for our task.

Adam (Kingma and Ba, 2014) with a learning
rate of 2 x 10~3 was the optimizer of choice for
all the experiments. Inverse square-root scheduling
available in the toolkit was used with a warm-up of
1000 steps. Label-smoothed-cross-entropy with 0.1
as label smoothing was used as the criterion across
all the experiments. We set dropout (Srivastava
et al., 2014) to 0.15 during ASR pre-training and
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Dataset Condition Hours
Indian Language Corpora  Constrained 109
Common Voice Constrained 3.7
OpenSLR Constrained 3
IIIT-H Voices Unconstrained 40
IITM Indic TTS Unconstrained 20

Table 2: Details of Marathi ASR datasets used for pre-training.

0.1 during ST training. We pre-train on the ASR
data for 6000 steps and then train on the ST data
for 2250 steps. After ST training, we average the
last 10 checkpoints to create the final model. We
used a beam size of 10 for decoding.

4.1 Constrained condition

For the constrained condition, we are only permit-
ted to use the data provided by the organizers. For
the constrained models, wherever pre-training is
involved, we only utilize the 3 constrained datasets
from Table 2. For this condition, we train the fol-
lowing models:

* The Transformer model trained with only the
train split from the ST data.

* The Conformer model trained with only the
train split from the ST data.

* The Transformer model encoder pre-trained
with constrained ASR data mentioned in Table
2 and then trained with only the train split
from the ST data.

* The Conformer model encoder pre-trained
with constrained ASR data mentioned in Ta-
ble 2 and then trained with only the train split
from the ST data. This served as our con-
strained contrastive model for the final sub-
mission.

e The Conformer model encoder pre-trained
with constrained ASR data mentioned in Ta-
ble 2 and then trained with both the train and
the dev splits from the ST data. This served
as our constrained primary model for the final
submission.

4.2 Unconstrained condition

For the unconstrained condition, wherever pre-
training is involved, we utlize all of the datasets
mentioned in Table 2, both constrained and uncon-
strained. Since the Conformer models outperform

the Transformer ones as can be gleaned from Zable
3, we chose to use only Conformer models for the
unconstrained condition. We train the following
models for the unconstrained condition:

* The Conformer model encoder pre-trained
with constrained and unconstrained ASR data
mentioned in Table 2 and then trained with
only the train split from the ST data.This
served as our unconstrained contrastive model
for the final submission.

* The Conformer model encoder pre-trained
with constrained and unconstrained ASR data
mentioned in Table 2 and then trained with
both the train and the dev splits from the ST
data. This served as our unconstrained pri-
mary model for the final submission.

5 Results

The results for all the models we trained can be
seen in Table 3. The first striking result is that,
irrespective of the scenario, the Conformer en-
coder strongly outperforms the Transformer en-
coder. Replacing the Transformer encoder blocks
with it’s Conformer counterpart results in the dev
split BLEU score increasing by 3.2 points. Con-
formers are already state of the art when it comes
to speech recognition, so it would make inher-
ent sense that this advantage would carry over to
speech translation as well.

Encoder pre-training with Marathi ASR data also
results in a significant improvement in speech trans-
lation performance.This is a commonly used strat-
egy while training speech translation models and
allows us to increase the BLEU score on the dev
split by 8.5 and 11.8 points on the Transformer and
Conformer models respectively. Two additional
Marathi ASR datasets were added for pre-training
the encoder in the unconstrained condition. This
resulted in the BLEU score increasing by 4.1 points
on both the dev and test splits.
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ope .. Training Data Dev Test
Condition Model Pretraining ASR ST BLEU(%) | BLEU(%) | CHRF2(%)
Constrained Transformer X - train 1.02 - -
Constrained Conformer X — train 4.26 — —
Constrained Transformer v constrained train 9.55 - -
Constrained Conformer v constrained train 16.09 25.7 494
Constrained Conformer v constrained | train+dev - 31.2 54.8
Unconstrained Conformer v all train 20.22 29.8 53.2
Unconstrained Conformer v all train+dev - 324 55.5

Table 3: Results for all our trained models on dev & test splits. Here all indicates that both constrained and

unconstrained datasets were used for ASR pretraining.

Finally, since the dev and test splits come from
a similar distribution, including the dev split in
speech translation training boosted our BLEU
scores on the test split by 5.5 and 2.6 points in
the cases of constrained and unconstrained condi-
tions respectively. Utilizing the dev split for speech
translation training also narrowed down the gap in
performance between the unconstrained and con-
strained models on the test split.

6 Conclusion

In this paper we present our approaches to the
IWSLT 2023 Evaluation Campaign Dialectal and
Low-resource track: Marathi-Hindi Speech Trans-
lation which secured the first and second places
in the constrained and unconstrained conditions
respectively. We start off with a simple end-to-
end approach with Transformers and then apply a
gamut of ideas like replacing the encoder blocks
with Conformers, encoder pre-training, etc., to dras-
tically improve our dev BLEU score from 1.02 to
20.22. Through our results, we also quantitatively
demonstrate how much of an impact each of our
ideas bring forth and sincerely hope that some of
these ideas might be useful for researchers and
practitioners alike working on low-resource speech
translation problems.
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