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Abstract
This paper describes the NPU-MSXF system
for the IWSLT 2023 speech-to-speech trans-
lation (S2ST) task which aims to translate
from English speech of multi-source to Chi-
nese speech. The system is built in a cascaded
manner consisting of automatic speech recog-
nition (ASR), machine translation (MT), and
text-to-speech (TTS). We make tremendous ef-
forts to handle the challenging multi-source
input. Specifically, to improve the robustness
to multi-source speech input, we adopt various
data augmentation strategies and a ROVER-
based score fusion on multiple ASR model
outputs. To better handle the noisy ASR tran-
scripts, we introduce a three-stage fine-tuning
strategy to improve translation accuracy. Fi-
nally, we build a TTS model with high nat-
uralness and sound quality, which leverages a
two-stage framework, using network bottleneck
features as a robust intermediate representation
for speaker timbre and linguistic content disen-
tanglement. Based on the two-stage framework,
pre-trained speaker embedding is leveraged as
a condition to transfer the speaker timbre in the
source English speech to the translated Chinese
speech. Experimental results show that our
system has high translation accuracy, speech
naturalness, sound quality, and speaker simi-
larity. Moreover, it shows good robustness to
multi-source data.

1 Introduction
In this paper, we describe NPU-MSXF team’s cas-
caded speech-to-speech translation (S2ST) system
submitted to the speech-to-speech (S2S) track1 of
the IWSLT 2023 evaluation campaign. The S2S
track aims to build an offline system that realizes
speech-to-speech translation from English to Chi-
nese. Particularly, the track allows the use of large-
scale data, including the data provided in this track
as well as all training data from the offline track2 on

∗Lei Xie is the corresponding author.
1https://iwslt.org/2023/s2s
2https://iwslt.org/2023/offline

speech-to-text translation task. Challengingly, the
test set contains multi-source speech data, covering
a variety of acoustic conditions and speaking styles,
designed to examine the robustness of the S2ST
system. Moreover, speaker identities conveyed in
the diverse multi-source speech test data are unseen
during training, which is called zero-shot S2ST and
better meets the demands of real-world applica-
tions.

Current mainstream S2ST models usually in-
clude cascaded and end-to-end systems. Cascaded
S2ST systems, widely used in the speech-to-speech
translation task (Nakamura et al., 2006), usually
contain three modules, i.e. automatic speech recog-
nition (ASR), machine translation (MT), and text-
to-speech (TTS). Meanwhile, end-to-end (E2E)
S2ST systems (Jia et al., 2019; Lee et al., 2022)
have recently come to the stage by integrating the
above modules into a unified model for directly syn-
thesizing target language speech translated from
the source language. E2E S2ST systems can ef-
fectively simplify the overall pipeline and allevi-
ate possible error propagation. Cascaded S2ST
systems may also alleviate the error propagation
problem by leveraging the ASR outputs for MT
model fine-tuning. Meanwhile, thanks to the indi-
vidual training process of sub-modules, cascaded
systems can make better use of large-scale text and
speech data, which can significantly promote the
performance of each module.

In this paper, we build a cascaded S2ST sys-
tem aiming at English-to-Chinese speech trans-
lation with preserving the speaker timbre of the
source English speech. The proposed system
consists of Conformer-based (Gulati et al., 2020)
ASR models, a pretrain-finetune schema-based MT
model (Radford et al., 2018), and a VITS-based
TTS model (Kim et al., 2021). For ASR, model fu-
sion and data augmentation strategies are adopted
to improve the recognition accuracy and gener-
alization ability of ASR with multi-source input.
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For MT, we use a three-stage fine-tuning process
to adapt the translation model to better facilitate
the output of ASR. Meanwhile, back translation
and multi-fold verification strategies are adopted.
Our TTS module is composed of a text-to-BN
stage and a BN-to-speech stage, where speaker-
independent neural bottleneck (BN) features are
utilized as an intermediate representation bridging
the two stages. Specifically, the BN-to-speech mod-
ule, conditioned on speaker embedding extracted
from the source speech, is to synthesize target lan-
guage speech with preserving the speaker timbre.
Combined with a pre-trained speaker encoder to
provide speaker embeddings, the TTS model can
be generalized to unseen speakers, who are not in-
volved in the training process. Experimental results
demonstrate the proposed S2ST system achieves
good speech intelligibility, naturalness, sound qual-
ity, and speaker similarity.

2 Automatic Speech Recognition
Our ASR module employs multiple models for
score fusion in the inference. Moreover, data aug-
mentation is adopted during training to handle
noisy multi-source speech.
2.1 Model Structure
Our system employs both Conformer (Gulati et al.,
2020) and E-Branchformer models (Kim et al.,
2023) in our ASR module to address the diver-
sity of the test set. Conformer sequentially com-
bines convolution, self-attention, and feed-forward
layers. The self-attention module serves to cap-
ture global contextual information from the input
speech, while the convolution layer focuses on ex-
tracting local correlations. This model has demon-
strated remarkable performance in ASR tasks with
the ability to capture local and global informa-
tion from input speech signals. E-Branchformer
uses dedicated branches of convolution and self-
attention based on the Conformer and applies ef-
ficient merging methods, in addition to stacking
point-wise modules. E-Branchformer achieves
state-of-the-art results in ASR.
2.2 Data Augmentation
Considering the diversity of the testing data, we
leverage a variety of data augmentation strategies
to expand the training data of our ASR system,
including the following aspects.

• Speed Perturbation: We notice that the test-
ing set contains spontaneous speech such as
conversations with various speaking speeds.
So speed perturbation is adopted to improve

the generalization ability of the proposed
model. Speed perturbation is the process of
changing the speed of an audio signal while
preserving other information (including pitch)
in the audio. We perturb the audio speech with
a speed factor of 0.9, 1.0, and 1.1 to all the
training data. Here speed factor refers to the
ratio compared to the original speed of speech.

• Pitch Shifting: Pitch shifting can effectively
vary the speaker identities to increase data
diversity. Specifically, we use SoX3 audio
manipulation tool to perturb the pitch in the
range [-40, 40].

• Noise Augmentation: There are many cases
with heavy background noise in the test set, in-
cluding interfering speakers and music. How-
ever, the data set provided by the organizer is
much cleaner than the test set, which makes
it necessary to augment the training data by
adding noises to improve the recognition per-
formance. Since there is no noise set available,
we create a noise set from the data provided.
A statistical VAD (Sohn et al., 1999) is used
to cut the non-vocal and vocal segments from
the data and the non-vocal segments with en-
ergy beyond a threshold comprise our noise
set. We add the noise segments to the speech
utterances with a signal-to-noise ratio ranging
from 0 to 15 dB.

• Audio Codec: Considering the test data come
from multiple sources, we further adopt au-
dio codec augmentation to the training data.
Specifically, we use the FFmpeg4 tool to con-
vert the original audio to Opus format at [48,
96, 256] Kbps.

• Spectrum Augmentation: To prevent the
ASR model from over-fitting, we apply the
SpecAugment method (Park et al., 2019) to
the input features during every mini-batch
training. SpecAugment includes time warp-
ing, frequency channel masking, and time step
masking, and we utilize all of these techniques
during training.

2.3 Model Fusion
Since a single ASR model may overfit to a spe-
cific optimization direction during training, it can-
not guarantee good recognition accuracy for the

3https://sox.sourceforge.net/
4https://ffmpeg.org/
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speech of various data distributions. To let the
ASR model generalize better to the multi-source
input, we adopt a model fusion strategy. Specifi-
cally, we train the Conformer and E-branchformer
models introduced in Section 2.1 using the com-
bination of the original and the augmented data.
Each testing utterance is then transcribed by these
different models, resulting in multiple outputs. Fi-
nally, ROVER (Fiscus, 1997) is adopted to align
and vote with equal weights on the multiple outputs,
resulting in the final ASR output.
2.4 ASR Output Post-processing
Given that the spontaneous speech in the test set
contains frequent filler words such as "Uh" and
"you know", it is necessary to address their impact
on subsequent MT accuracy and TTS systems that
rely on the ASR output. To mitigate this issue,
we use a simple rule-based post-processing step
to detect and eliminate these expressions from the
ASR output. By doing so, we improve the accuracy
of the downstream modules.

3 Machine Translation
For the MT module, we first use a pre-trained lan-
guage model as a basis for initialization and then
employ various methods to further enhance transla-
tion accuracy.
3.1 Pre-trained Language Model
As pre-trained language models are considered
part of the training data in the offline track and
can be used in the S2ST track, we use the pre-
trained mBART50 model for initializing our MT
module. mBART50 (Liu et al., 2020) is a multi-
lingual BART (Lewis et al., 2020) model with 12
layers of encoder and decoder, which we believe
will provide a solid basis for improving translation
accuracy.
3.2 Three-stage Fine-tuning based on

Curriculum Learning
We perform fine-tuning on the pre-trained model to
match the English-to-Chinese (En2Zh) translation
task. There are substantial differences between
the ASR outputs and the texts of MT data. First,
ASR prediction results inevitably contain errors.
Second, ASR outputs are normalized text without
punctuation. Therefore, directly fine-tuning the
pre-trained model with the MT data will cause a
mismatch problem with the ASR output during
inference. On the other hand, fine-tuning the model
with the ASR outputs will cause difficulty in model
coverage because of the difference between the
ASR outputs and the MT data. Therefore, based

on Curriculum Learning (Bengio et al., 2009), we
adopt a three-stage fine-tuning strategy to mitigate
such a mismatch.

• Fine-tuning using the MT data: First, we
use all the MT data to fine-tune the pre-trained
model to improve the accuracy of the model
in the En2Zh translation task.

• Fine-tuning using the MT data in ASR tran-
scription format: Second, we convert the
English text in the MT data into the ASR
transcription format. Then, we fine-tune the
MT model using the converted data, which is
closer to the actual text than the ASR recog-
nition output. This approach can enhance the
stability of the fine-tuning process, minimize
the impact of ASR recognition issues on the
translation model, and improve the model’s
ability to learn punctuation, thereby enhanc-
ing its robustness.

• Fine-tuning using the ASR outputs: Third,
we leverage GigaSpeech (Chen et al., 2021)
to address the mismatch problem between the
ASR outputs and the MT data. Specifically,
we use the ASR module to transcribe the Gi-
gaSpeech training set and replace the corre-
sponding transcriptions in GigaST (Ye et al.,
2022) with the ASR transcriptions for transla-
tion model fine-tuning. This enables the MT
model to adapt to ASR errors.

3.3 Back Translation
Following (Akhbardeh et al., 2021), we adopt the
back translation method to enhance the data and
improve the robustness and generalization of the
model. First, we train a Zh2En MT model to trans-
late Chinese to English, using the same method
employed for the En2Zh MT module. Next, we
generate the corresponding English translations for
the Chinese text of the translation data. Finally, we
combine the back translation parallel corpus pairs
with the real parallel pairs and train the MT model.

3.4 Cross-validation
We use 5-fold cross-validation (Ojala and Garriga,
2010) to improve the robustness of translation and
reduce over-fitting. Firstly, we randomly divide the
data into five equal parts and train five models on
different datasets by using one of them as the vali-
dation set each time and combining the remaining
four as the training set. After that, we integrate the
predicted probability distributions from these five
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Figure 1: Architecture of our text-to-speech module.

models to obtain the final predicted probability dis-
tribution for the next word during token generation
for predicting the translation results.

4 Text-to-speech
4.1 Overview
Figure 1 (a) shows the pipeline of the text-to-speech
module in the proposed S2ST system. The TTS
module is built on a BN-based two-stage architec-
ture, which consists of a text-to-BN and a BN-to-
speech procedure. The text-to-BN stage tends to
generate BN features from the Chinese text trans-
lated by the MT module. The BN-to-speech stage
produces 16KHz Chinese speech from the BN fea-
ture, conditioning on the speaker embedding of
source speech. Given the translated Chinese speech
which preserves the speaker timbre in the source
English speech, an audio super-resolution model is
further leveraged to convert the synthesized speech
from 16KHz to 24KHz for higher speech fidelity.

Building on the two-stage framework
AdaVITS (Song et al., 2022a), we employ
bottleneck (BN) features as the intermediate
representations in the two-stage TTS module. BN
features, extracted from a multi-condition trained
noise-robust ASR system, mainly represent the
speaker-independent linguistic content. So BN can
effectively disentangle the speaker timbre and the
linguistic content information. In the text-to-BN
stage, high-quality TTS data is adopted in the
training phase to model the speaker-independent
BN features with prosody information. In the
BN-to-speech stage, both high-quality TTS data
and low-quality ASR data should be involved
during training to sufficiently model the speech of
various speaker identities. Extracted from speech,

BN features contain the duration and prosody
information, which eliminates the need for text
transcripts and prosody modeling. Instead, the
BN-to-speech stage focuses on time-invariant
information modeling, such as speaker timbre.

As the goal of this work is to conduct zero-shot
English-to-Chinese speech translation, we concen-
trate on the method to transfer the unseen speaker
timbre of the source English speech to the synthe-
sized Chinese speech through voice cloning (Chen
et al., 2019). To capture new speaker timbre dur-
ing inference, the TTS module requires to model
abundant various speakers during training, which
relies on large-scale high-quality TTS data. Un-
fortunately, we are limited in the high-quality TTS
data we can use in this task and must rely on ad-
ditional data such as ASR to model the speaker
timbre. However, this data is not suitable for TTS
model training because the labels are inconsistent
with TTS, and the prosody of the speakers is not as
good as high-quality TTS data.

Furthermore, we incorporate ASR data into the
BN-to-speech training procedure by re-sampling
all the training speech to 16kHz, which can not
reach high-quality audio. Therefore, we utilize
audio super-resolution techniques to upsample the
synthesized 16KHz audio and convert it into higher
sampling rate audio.

4.2 Text-to-BN
Our text-to-BN stage network in TTS is based on
DelightfulTTS (Liu et al., 2021), which employs a
Conformer-based encoder, decoder, and a variance
adapter for modeling duration and prosody. The
model extends phoneme-level linguistic features to
frame-level to guarantee the clarity and naturalness
of speech in our system.
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4.3 BN-to-speech
We build the BN-to-speech model based on
VITS (Kim et al., 2021), which is a mainstream
end-to-end TTS model. VITS generates speech
waveforms directly from the input textual informa-
tion, rather than a conventional pipeline of using
the combination of an acoustic model and a neural
vocoder.

The network of the BN-to-speech stage consists
of a BN encoder, posterior encoder, decoder, flow,
and speaker encoder. The monotonic alignment
search (MAS) from the original VITS is removed
since BN features contain the duration information.
For achieving zero-shot voice cloning, an ECAPA-
TDNN (Desplanques et al., 2020) speaker encoder
is pre-trained to provide the speaker embedding
as the condition of the synthesized speech. To
avoid periodic signal prediction errors in the orig-
inal HiFiGAN-based (Kong et al., 2020) decoder
in VITS, which induces sound quality degradation,
we follow VISinger2 (Zhang et al., 2022) to adopt a
decoder with the sine excitation signals. Since The
VISinger2 decoder requires pitch information as
input, we utilize a pitch predictor with a multi-layer
Conv1D that predicts the speaker-dependent pitch
from BN and speaker embedding. With the desired
speaker embedding and corresponding BN features,
the BN-to-speech module produces Chinese speech
in the target timbre.
4.4 Audio Super-resolution
Following (Liu et al., 2021), we use an upsam-
pling network based vocoder to achieve audio
super-resolution (16kHz→24kHz). During train-
ing, the 16KHz mel-spectrogram is used as the
condition to predict the 24KHz audio in the au-
dio super-resolution model. Specifically, we adopt
the AISHELL-3 (Shi et al., 2021) dataset, com-
posing the paired 16KHz and 24KHz speech data
for model training. During inference, the high-
quality 24kHz speech is produced for the mel-
spectrogram of the 16KHz speech generated by the
BN-to-speech model. Here DSPGAN (Song et al.,
2022b) is adopted as our audio super-resolution
model, which is a universal vocoder that ensures
robustness and good sound quality without periodic
signal errors.

5 Data Preparation
5.1 Datasets
Following the constraint of data usage, the training
dataset for the S2ST system is illustrated in Table 1.

5https://github.com/SpeechTranslation/
GigaS2S

5.1.1 ASR Data
For the English ASR module in our proposed sys-
tem, we use GigaSpeech, LibriSpeech, TED-LIUM
v2&v3 as training data. For the ASR system used to
extract BN features in TTS, we use text-to-speech
data in AISHELL-3 and Chinese speech in GigaS2S,
along with the corresponding Chinese text in Gi-
gaST, as the training set. Since the test set’s MT
output text is a mix of Chinese and English, includ-
ing names of people and places, the TTS module
needs to support both languages. Therefore, we
also add the aforementioned English data to the
training set.
5.1.2 MT Data
We use the text-parallel data including News Com-
mentary and OpenSubtitles2018 as MT training set.
Moreover, we also add the Chinese texts in GigaST
and the English texts in GigaSpeech corresponding
to the Chinese texts in GigaST to the training set.
5.1.3 TTS Data
We use AISHELL-3 as training data in Text-to-BN
and audio super-resolution. For the pre-trained
speaker encoder, we adopt LibriSpeech, which con-
tains 1166 speakers, as the training data.For the BN-
to-speech model, in addition to using AISHELL-3
which has 218 speakers, we also use LibriSpeech
to meet the data amount and speaker number re-
quirements of zero-shot TTS.

5.2 Data Pre-processing
5.2.1 ASR Data
To prepare the ASR data, we pre-process all tran-
scripts to remove audio-related tags. Next, we map
the text to the corresponding byte-pair encoding
(BPE) unit and count the number of BPE units in
the ASR dictionary, which totals 5,000 units. For
audio processing, we use a frame shift of 10ms and
a frame length of 25ms and normalize all audio to
16KHz.
5.2.2 MT Data
For the MT data, we use the same tokenizer as
mBART50 to perform sub-word segmentation for
English and Chinese texts and to organize them
into a format for neural network training. By doing
so, we can maximize the benefits of initializing
our translation model with mBART50 pre-trained
model parameters. The mBART tokenizer men-
tioned above is a Unigram tokenizer. A Unigram
model is a type of language model that consid-
ers each token to be independent of the tokens be-
fore it. What’s more, the tokenizer has a total of
250,054 word segmentations, supports word seg-
mentation processing for English, Chinese, and
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Table 1: Datasets used in our proposed system.

Datasets Utterances Hours

English Labeled Speech Data

GigaSpeech (Chen et al., 2021) 8,315K 10,000
LibriSpeech (Panayotov et al., 2015) 281K 961
TED-LIUM v2 (Rousseau et al., 2012)&v3 (Hernandez et al., 2018) 361K 661
CommonVoice (Ardila et al., 2020) 1,225K 1,668

Text-parallel Data

News Commentary (Chen et al., 2021) 322K -
OpenSubtitles2018 (Lison et al., 2018) 10M -

ST Data

GigaST (Ye et al., 2022) 7,651K 9,781

S2S Data

GigaS2S5 7,626K -

Chinese TTS Data

AISHELL-3 (Shi et al., 2021) 88K 85

other languages, and uses special tokens like <s>,
</s>, and <unk>.
5.2.3 TTS Data
For AISHELL-3, we downsample it to 16KHz and
24KHz respectively as the TTS modeling target
and the audio super-resolution modeling target. All
other data is down-sampled to 16KHz. All data
in TTS adopts 12.5ms frame shift and 50ms frame
length.

Speech Enhancement. Given the presence of
substantial background noise in the test set, the dis-
criminative power of speaker embeddings is signif-
icantly reduced, thereby impeding the performance
of the TTS module. Furthermore, the ASR data in-
corporated during the training of the BN-to-speech
model is also subject to background noise. There-
fore, we employ a single-channel wiener filtering
method (Lim and Oppenheim, 1979) to remove
such noise from these data. Please note that we
do not perform speech enhancement on the test set
in the ASR module, because there is a mismatch
between the denoised audio and which is used in
ASR training, and denoising will reduce the speech
recognition accuracy.

5.2.4 Evaluation Data
For all evaluations, we use the English-Chinese
(En-Zh) development data divided by the organizer
from GigaSpeech, GigaST and GigaS2S, including
5,715 parallel En-Zh audio segments, and their cor-

responding En-Zh texts. It is worth noting that the
development data for evaluations has been removed
from the training dataset.

6 Experiments

6.1 Experimental Setup
All the models in our system are trained on 8 A100
GPUs and optimized with Adam (Kingma and Ba,
2015).

ASR Module. All ASR models are implemented
in ESPnet6. Both Conformer and E-Branchformer
models employ an encoder with 17 layers and a
feature dimension of 512, with 8 heads in the self-
attention mechanism and an intermediate hidden
dimension of 2048 for the FFN. In addition, we
employ a 6-layer Transformer decoder with the
same feature hidden dimension as the encoder. The
E-Branchformer model uses a cgMLP with an in-
termediate hidden dimension of 3072. The total
number of parameters for the Conformer and E-
Branchformer model in Section 2.1 is 147.8M and
148.9M respectively. We train the models with
batch size 32 sentences per GPU for 40 epochs,
and set the learning rate to 0.0015, the warm-up
step to 25K.

For data augmentation, we conduct speed per-
turbation, pitch shifting, and audio codec on the
original recordings. Spectrum augmentation and

6https://github.com/espnet/espnet
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noise augmentation are used for on-the-fly model
training.

MT Module. All MT models are implemented
in HuggingFace7. Using MT data, we fine-tune the
mBART-50 large model, which has 611M param-
eters, with a batch size of 32 sentences per GPU
for 20 epochs. The learning rate is set to 3e-5 and
warmed up for the first 10% of updates and linearly
decayed for the following updates. For fine-tuning
using the MT data in ASR transcription format and
the ASR outputs, we also fine-tune the model with
batch size 32 sentences per GPU for 5 epochs and
set the learning rate to 3e-5, which is warmed up
for the first 5% of updates and linearly decayed for
the following updates.

TTS Module. We complete our system based
on VITS official code8. The text-to-BN follows
the configuration of DelightfulTTS and has about
64M parameters. To extract the duration required
for text-to-BN, we train a Kaldi9 model using
AISHELL-3. The ASR system used for extract-
ing BN is the Chinese-English ASR model men-
tioned in Section 5.1.1. For BN-to-speech, we use
a 6-layer FFT as the BN encoder and follow the
other configuration in VIsinger2 with about 45M
parameters in total. The pitch predictor has 4 lay-
ers of Conv1D with 256 channels. Pitch is ex-
tracted by Visinger2 decoder and DSPGAN from
Harvest (Morise, 2017) with Stonemask. To pre-
dict pitch in DSPGAN, we use the method de-
scribed in Section 4.3. Up-sampling factors in
DSPGAN is set as [5, 5, 4, 3] and other config-
uration of DSPGAN-mm is preserved for audio
super-resolution. The DSPGAN model has about
9M parameters in total. We train all the above mod-
els with a batch size of 64 sentences per GPU for
1M steps and set the learning rate to 2e-4. For the
pre-trained speaker encoder, we follow the model
configuration and training setup of ECAPA-TDNN
(C=1024) with 14.7M parameters.

6.2 Evaluation Models
Baseline. To evaluate the effectiveness of the pro-
posed cascaded S2ST system, we adopt the orig-
inal cascaded S2ST system as a baseline, includ-
ing an E-Branchformer ASR model, a mBART50
MT model fine-tuned using the MT data, and an
end-to-end TTS model based on VITS trained with

7https://github.com/huggingface/
transformers

8https://github.com/jaywalnut310/vits
9https://github.com/kaldi-asr/kaldi

AISHELL-3.
Proposed system & Ablation Study. We fur-

ther conduct ablation studies to evaluate each com-
ponent in the proposed system. Specifically, the
ablation studies are designed to verify the effec-
tiveness of model fusion and data augmentation
in ASR, three-stage fine-tuning, back translation,
cross-verification in MT, two-stage training with
BN, pre-trained speaker embedding, and audio
super-resolution in TTS.

6.3 Results & Analysis
We conduct experiments on the effectiveness of
each sub-module and the performance of our pro-
posed cascaded S2ST system.

6.3.1 ASR Module
We calculate the word error rate (WER) of each
ASR module to evaluate the English speech recog-
nition accuracy. As shown in Table 2, the WER
of the proposed system has a significant drop com-
pared with the baseline, which indicates that the
proposed system greatly improves the recognition
accuracy. Moreover, the results of the ablation
study demonstrate the effectiveness of both model
fusion and data augmentation in improving speech
recognition accuracy.

Table 2: The WER results of each ASR module.

Model WER (%)

Baseline 13.53
Proposed system 10.25
w/o model fusion 11.95
w/o data augmentation 12.40

6.3.2 MT Module
We evaluate our MT module in terms of the BLEU
score, which measures the n-gram overlap between
the predicted output and the reference sentence.

Table 3: The BLEU results of each MT module.

Model BLEU

Baseline 28.1
Proposed system 33.4
w/o three-stage fine-tuning 28.7
w/o back translation 30.8
w/o cross-validation 31.0

As shown in Table 4, the proposed system with
three-stage fine-tuning achieves a significantly bet-
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Table 4: Experimental results of TTS in terms of MOS and WER. BN means using two-stage training with BN and
pre-trained spkr. embed. means using pre-trained speaker embedding.

Model Clarity in CER (%) Naturalness (MOS) Sound Quality (MOS) Speaker Similarity (MOS)

Baseline 7.14 3.38±0.05 3.81±0.04 2.12±0.06
Proposed system 6.12 3.70±0.06 3.86±0.06 3.72±0.06
w/o BN 7.12 3.40±0.04 3.81±0.05 3.10±0.07
w/o Pre-trained spkr. embd. - - 4.05±0.05 2.22±0.06
w/o Audio super-resolution - - 3.64±0.04 -

Recording 4.53 4.01±0.04 3.89±0.03 4.35±0.05

ter BLEU score than the baseline, demonstrating
the effectiveness of curriculum learning in our sce-
nario. Furthermore, by incorporating back trans-
lation and cross-validation, the translation perfor-
mance can be further improved.

6.3.3 TTS Module

We calculate the character error rate (CER) to eval-
uate the clarity of speech for each TTS module.
The ASR system used for calculating CER is the
Chinese-English ASR model mentioned in Sec-
tion 5.1.1. Additionally, we conduct mean opinion
score (MOS) tests with ten listeners rating each
sample on a scale of 1 (worst) to 5 (best) to evaluate
naturalness, sound quality, and speaker similarity.

In the ablation study without pre-trained speaker
embedding, speaker ID is to control the speaker
timbre of the synthesized speech. To eliminate the
influence of ASR and MT results on TTS evalua-
tion, we use the Chinese text in the evaluation data
and its corresponding English source speech as the
reference of speaker timbre as the test set for TTS
evaluation.

As shown in Table 3, our proposed system has
achieved significant improvement in naturalness,
sound quality, speaker similarity, and clarity of
speech compared with the baseline. Interestingly,
the system without pre-trained speaker embedding
has better sound quality than both the proposed sys-
tem and recording. We conjecture the reason is that
the pre-trained speaker embedding greatly influ-
ences the sound quality in the zero-shot TTS setup.
Therefore, the quality of the synthesized 24KHz
audio is superior to the 16KHz recording, which
can be demonstrated by the 3.64 MOS score of
the system without audio super-resolution. Mean-
while, the speaker similarity MOS score is very low
due to the lack of generalization ability to unseen
speakers. Without using the BN-based two-stage
model, the system decreases performance on all
indicators, which shows the effectiveness of BN as

an intermediate representation in our experimental
scenario.

6.3.4 System Evaluation
Finally, we calculate the ASR-BLEU score for the
baseline and the proposed system to evaluate the
speech-to-speech translation performance. Specif-
ically, we use the ASR system to transcribe the
Chinese speech generated by TTS, and then com-
pute the BLEU scores of the ASR-decoded text
with respect to the reference English translations.
The ASR system for transcribing Chinese speech
is the same as that in Section 6.2.3.

Table 5: The ASR-BLEU results of each system.

Model ASR-BLEU

Baseline 27.5
Proposed system 32.2

As shown in Table 5, our proposed system
achieves a higher ASR-BLEU score than the base-
line, which indicates that our proposed system has
good speech-to-speech translation accuracy.

7 Conclusion

This paper describes the NPU-MSXF speech-to-
speech translation system, which we develop for
the IWSLT 2023 speech-to-speech translation task.
Our system is built as a cascaded system that in-
cludes ASR, MT, and TTS modules. To ensure
good performance with multi-source data, we im-
proved each module using various techniques such
as model fusion and data augmentation in the
ASR, three-stage fine-tuning, back translation, and
cross-validation in the MT, and two-stage training,
pre-trained speaker embedding, and audio super-
resolution in the TTS. Through extensive experi-
ments, we demonstrate that our system achieves
high translation accuracy, naturalness, sound qual-
ity, and speaker similarity with multi-source input.
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