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Abstract

In this research, we investigate whether BERT
can differentiate between modal verb senses
and sentence modalities and whether it per-
forms equally well on different varieties of En-
glish. We fit probing classifiers under two con-
ditions: contextualised embeddings of modal
verbs and sentence embeddings. We also inves-
tigate BERT’s ability to predict masked modal
verbs. Additionally, we classify separately for
each modal verb to investigate whether BERT
encodes different representations of senses for
each individual verb. Lastly, we employ clas-
sifiers on data from different varieties of En-
glish to determine whether non-American En-
glish data is an additional hurdle. Results indi-
cate that BERT has different representations for
distinct senses for each modal verb, but does
not represent modal sense independently from
modal verbs. We also show that performance in
different varieties of English is not equal, point-
ing to a necessary shift in the way we train large
language models towards more linguistic diver-
sity. We make our annotated dataset of modal
sense in different varieties of English available
at https://github.com/wagner-jonas/VEM.

1 Introduction

Work on contextualised embeddings learned by
large bidirectional language models such as BERT
(Devlin et al., 2019) indicates that they may cap-
ture senses of lexical items (Loureiro et al., 2021).
This has the potential to greatly accelerate varia-
tionist research, for example by finding community-
specific senses of words (Lucy and Bamman, 2021)
or tracing contact-induced semantic shifts (Miletic
et al., 2021). Modal sense1 variation has been an
area of interest for variationist researchers (see, e.g.

1Linguists often differentiate between modality, which is
analysed on sentence level, and modal verb sense for indi-
vidual modal verbs. As we investigate both, we use the term
“modal sense” where we refer to both.

Collins et al., 2014, Hansen, 2018, or Loureiro-
Porto, 2019), but has, so far, received comparably
little attention in NLP. In this paper, we investigate
to what extent modal sense is encoded in BERT
embeddings across varieties of English, and if so,
at which layer(s) and in what form.

Modality is generally analysed on sentence level
(Portner, 2009, 2–6) and is primarily expressed in
English by the use of modal verbs (Portner, 2009,
4), with each verb potentially evoking different
senses. Consider must in the following two sen-
tences: “You must complete all tasks for course
credit” and “You must be tired after the long jour-
ney”. In the first sentence, must has deontic sense,
i.e. it is used to express orders or recommendations,
which can also be expressed by e.g. should. In the
second sentence, must has epistemic sense, i.e. a
qualification of certainty. This can be expressed
by many modal verbs, such as may, can, could,
or might. In addition to these two, there are also
concessive (granting or denying permission, e.g.
may and can) and dynamic (expressing ability, e.g.
can) sense.2 The modal verb therefore affects the
interpretation of the sentence as a whole: swapping
must and may in “You must/may leave now” clearly
affects more than only the meaning of the modal
verbs themselves.

How often each modal verb expresses which
sense is prone to variation and at times starkly
differs between varieties of English. This has
been researched in-depth. For example, Collins
et al. (2014) investigate domain-specific variation
of modal verb sense distribution in Philippine En-
glish and compare it to American and British En-
glish. Hansen (2018) provides what is probably the
most comprehensive treatment of modal verb sense
in varieties of English, finding that e.g. British and
Indian English have high incidences of epistemic

2Other senses exist, but will not be discussed in this work;
see also Ruppenhofer and Rehbein (2012).

https://github.com/wagner-jonas/VEM
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must, while Hong Kong and Singapore English
have higher incidences of deontic must.

Most of these studies remain small in scale. They
investigate only a small number of varieties, a small
number of modal verbs, or small corpora. This is
unsurprising, as modal verb sense annotation is
largely done manually. Large-scale computational
investigations in this area would be a valuable con-
tribution, but these different distributions of modal
senses may pose a challenge for pre-trained lan-
guage models, which are often not trained on di-
verse data and may struggle with other varieties’
different modal verbs being usage.

These simple facts about modal sense raise ques-
tions regarding BERT’s potential to capture modal
sense which have not been addressed in recent work
on probing BERT’s abilities to encode lexical se-
mantics, cf. among others, Aina et al. (2019); Pile-
hvar and Camacho-Collados (2019); Vulić et al.
(2020); Garí Soler and Apidianaki (2021). Ideally,
BERT would capture modal sense both at sentence
(in the [CLS] token) and word level (in modal verbs’
embeddings). The latter needs more differentiation:
representation could be independent from the in-
dividual verbs (e.g. epistemic must and epistemic
may share encoded epistemic sense) or different
modal senses are only represented for each indi-
vidual verb (epistemic and deontic must encode
different senses, but these would not be shared by
epistemic and deontic should). Further, it should
show systematic encodings of lexical and sentential
modal sense across different layers, in light of other
work showing linguistic systematicity in process-
ing different aspects of linguistic knowledge across
layers (Aina et al., 2019; Pilehvar and Camacho-
Collados, 2019; Vulić et al., 2020; Garí Soler and
Apidianaki, 2021). And, last but not least, it should
encode modal sense in a way that is robust to dis-
tributional differences of modal senses and verbs
across varieties of English.

Beyond accelerating variationist research, cor-
rect classification of modal sense also has relevance
for NLP tasks. Modal sense classification has been
used in connection with sentiment analysis (Liu
et al., 2014), hedging and detection of hypotheses
and speculation (Morante and Daelemans, 2009;
Vincze et al., 2008; Malhotra et al., 2013),3 and
factuality detection (Saurí and Pustejovsky, 2012),
among others. These are key tasks that, ideally,

3While Vincze et al. (2008) do not explicitly mention
modal sense, they do point to the importance of modal auxil-
iaries in uncertainty detection.

should function in different varieties of English –
not just majority varieties.

We conduct a series of experiments to investigate
if, and how, BERT encodes modal sense. We train
probing classifiers on annotated datasets (see Sec-
tion 3 for our data) and classify modal sense. We
do this for modal verbs’ embeddings as well as sen-
tence embeddings (experiment 1, Section 4). We
also train separate classifiers for each modal verb
(experiment 2, Section 5); we extend this method-
ology to data from several different varieties of
English (experiment 4, Section 7). We also test
whether BERT can predict masked modal verbs,
even if it cannot classify modal sense (experiment
3, Section 6).

2 Background

2.1 Semantic knowledge encoded in BERT

While BERT (Devlin et al., 2019) has been used to
investigate many facets of the semantic meanings
of words (e.g. Wiedemann et al., 2019; Vulić et al.,
2020; Zhang et al., 2020; Bhardwaj et al., 2021;
Garí Soler and Apidianaki, 2021; Lucy and Bam-
man, 2021; Miletic et al., 2021; Apidianaki, 2023
among others), some aspects of meaning cannot be
captured by BERT embeddings. Ettinger (2020)
found that BERT does not appear to process nega-
tion at all: both a robin is a and a robin is not a
are predicted to most likely end with bird or robin.
Therefore, more research into the kinds of meaning
contained in BERT embeddings is necessary.

Simultaneously, previous research on classifying
modal senses with static embeddings indicates that
contextualised word embeddings may be useful to
improve modal sense classification. Li et al. (2019)
use static embeddings for modal sense classifica-
tion, but adjust each embedding’s weight based on
distance from the modal verb and POS-tag, which
improves results. Marasović et al. (2016) present
one of the most comprehensive studies on modal
sense classification to date, and point to the impor-
tance of lexical features of embedded verbs and
the subject in the sentence as giving cues to the
modal verbs’ meanings. Their experiments also
analyze the effect of variation in the distribution of
modal senses in different datasets and genres. In
more recent work, Pyatkin et al. (2021) go beyond
Marasović et al. (2016)’s setup that is restricted to
modal verbs and propose a more complex modality
detection task involving a broader set of modality
triggers and the detection of events associated with
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them. As our work aims for a controlled analysis of
the representation of modal verb sense across vari-
eties of English, we follow Marasović et al. (2016)
and leave the exploration of further modality trig-
gers to future work.

2.2 Variationist NLP research

There has been some NLP research into variation
within English. For example, Lucy and Bamman
(2021) successfully use contextualised BERT em-
beddings to find community-specific meanings of
words like python, which may refer to a program-
ming language or a fictional spaceship. Similarly,
Miletic et al. (2021) use contextualised BERT em-
beddings to find contact-induced semantic shift in
English in Quebec. These studies demonstrate that
BERT can be used to study variation within En-
glish, even between different varieties. But we see
two issues with them. Firstly, much World En-
glishes research focuses types of sense variation
other than homonymy, such as the different distri-
butions of modal senses. Secondly, by using BERT
to investigate variation, the authors inherently as-
sume that BERT can capture such variation. While
their results support this assumption, this does not
mean that BERT is an adequate tool to measure all
kinds of differences between varieties of English.

The exact nature of BERT’s training data is
opaque, but Devlin et al. (2019) mention that they
use two sources of data for pre-training. These
are the 800 million word BooksCorpus (Zhu et al.,
2015), consisting of 11,038 unpublished books,
and a large 2.5 billion token corpus of Wikipedia
entries. While the exact makeup of who wrote
those texts is unknown, some reasonable guesses
can be made regarding the larger Wikipedia sam-
ple. Wikipedia publishes data on the demographic
makeup of its contributors,4 which indicates that a
plurality of edits are made from the United States,
followed by the United Kingdom and Canada. This
is not a perfect method – just because a user is ac-
cessing Wikipedia from the United States does not
mean that they also speak American English – but
it still provides a basis for the assumption that most
of BERT’s training data comes from the so-called
“Inner Circle” (Kachru, 1985), i.e. those countries
where English is spoken as a first language by most
of the population. This suggests that BERT’s train-

4https://en.wikipedia.org/wiki/
Wikipedia:Who_writes_Wikipedia and https:
//stats.wikimedia.org/wikimedia/squids/
SquidReportPageEditsPerLanguageBreakdown.htm

ing data lacks diversity with regards to varieties
of English, which may adversely affect its ability
to process English produced by speakers of those
under- or unrepresented varieties.

3 Data

We use two existing datasets to test whether BERT
can differentiate modal verb senses and construct
a new one, taking data from the International Cor-
pus of English (ICE). The first is a portion of the
Multi-Perspective Question Answering (MPQA)
dataset that has been annotated for modal sense
(Ruppenhofer and Rehbein, 2012). This consists
of 1,201 sentences taken from news articles dated
June 2001 to May 2002 (Wiebe et al., 2005; Rup-
penhofer and Rehbein, 2012). The second is
the heuristically tagged EPOS-E dataset (Maraso-
vić et al., 2019), based on the EUROPARL and
OpenSubtitles-English datasets, consisting of data
from the European Parliament and film subtitles,
comprising 2,453 sentences. Modal sense is an-
notated for each sentence in both datasets. For
comparability, we do not report results for ought,
as it is not evaluated in previous publications either
(Marasović et al., 2016). We also remove might and
shall from our results due to their low frequency.

The main difference between the two datasets
(besides the annotation methodology) is size, with
EPOS-E being almost twice the size of MPQA.
They also draw their data from different sources,
which is important given the genre effects found
by Marasović et al. (2016). MPQA includes more
senses than EPOS-E, which we discard in our anal-
ysis to maintain comparability. The balancing for
the different senses for each modal verb also varies
between them: the most common sense for must
makes up 92% of instances in MPQA, but only
60% in EPOS-E; for may, this is 74% and 87%; for
can 67% and 84%; for could 65% and 43%; and for
should 92% and 94%. This, naturally, may impact
classification results. As in previous research, we
only investigate the modal verbs that are annotated
in the dataset in cases where there is more than one
modal verb per sentence.

For the last experiment, in which we test a classi-
fier trained on EPOS-E on data from different vari-
eties of English, we use the written components of
eight sub-corpora from the International Corpus of
English (ICE; https://www.ice-corpora.uzh.ch/en.

html), a comparative corpus of varieties of English.
For each variety, the same kinds of documents (like

https://en.wikipedia.org/wiki/Wikipedia:Who_writes_Wikipedia
https://en.wikipedia.org/wiki/Wikipedia:Who_writes_Wikipedia
https://stats.wikimedia.org/wikimedia/squids/SquidReportPageEditsPerLanguageBreakdown.htm
https://stats.wikimedia.org/wikimedia/squids/SquidReportPageEditsPerLanguageBreakdown.htm
https://stats.wikimedia.org/wikimedia/squids/SquidReportPageEditsPerLanguageBreakdown.htm
https://www.ice-corpora.uzh.ch/en.html
https://www.ice-corpora.uzh.ch/en.html
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student writings or fiction) are used to compile sub-
corpora of about 400,000 written tokens for each
variety (see http://ice-corpora.net/ice/index.html

for more information). We investigate Philippine
(PH), Canadian (CA), Irish (IR), Hong Kong (HK),
Sri Lankan (SL), Jamaican (JA), Nigerian (NI),
and Indian (IN) English. For each modal verb in
each variety, we randomly extract 20 sample sen-
tences that contain the modal verb for a total of
800 sample sentences. Three annotators indepen-
dently annotate these. We discard all instances
where no two annotators agree on one sense, where
the sense is unclear (e.g. due to missing context),
and false positives (e.g. must as a noun instead
of a modal verb). This leaves 782 sentences for
analysis. Agreement between the first and sec-
ond annotator is highest (83.75%), followed by
agreement between the second and third annotator
(79.88%), and between the first and third annota-
tor (78.00%). We use the majority labels as gold
labels. We call this corpus VEM – the Varieties of
English modal sense corpus – and make it available
at https://github.com/wagner-jonas/VEM.

4 Experiment 1

4.1 Methods

In the first experiment, we investigate whether
modal verb sense classification is successful using
the modal verbs’ contextualised embeddings and
sentence embeddings in the form of [CLS] tokens.
We use a logistic regression classifier (from scikit-
learn, version 1.0.2; Pedregosa et al. (2011)) with
elasticnet penalty and the L1-ratio set to 0.5. We
only train one classifier each for the modal verbs’
embeddings and [CLS] token, but report the results
split by modal sense and modal verb.

We replicate the setup from Marasović et al.
(2016): first, we randomly split MPQA into train-
ing (80%) and test (20%) sets. We then train a
logistic regression classifier on the training set and
predict modal senses in the test set. Then, we add
the data from EPOS-E to the MPQA training set –
we borrow the name CL-b

ME for this from Maraso-
vić et al. (2016) – and predict modal senses in the
same test set.

We report accuracy for each layer and sense.
There, the baseline is the sum of frequencies of
modal verbs for which that sense is the most fre-
quent one. That is, if must and shall are both most
frequently deontic, we add up their frequencies to
determine the baseline. Split by modal verb, we do

not report for each layer, as we only use the 12th
layer for classification using modal verb embed-
dings and the 7th layer for classification using the
[CLS] token, since they showed the strongest over-
all performance (see also Figures 1 and 2). Here,
the baseline is the frequency of the verb’s most
frequent sense.

4.2 Results

Classifying modal verb embeddings, we reach over-
all accuracies between 0.70 (can in MPQA) and 1.0
(must in MPQA). We beat our baseline (the most
common sense for each modal verb) for could and
must in both datasets, and additionally for can in
CL-b

ME and may in MPQA. We only dip below our
baseline for should. Marasović et al. (2016) beat
their respective baseline for should and must only.
Taking the mean accuracy for all senses any indi-
vidual verb can express, accuracies vary between
0.25 (may in CL-b

ME) and 1.0 (must in MPQA). In
this case, we beat our baseline for could and must
in MPQA.

Classifying with the [CLS] token instead, we
reach overall accuracies between 0.02 (should in
CL-b

ME) and 0.73 (may in CL-b
ME and could in

MPQA). Here, we only beat our baseline once - for
could in MPQA. In general, precision and recall
are lower than accuracy and results are stronger
for MPQA than for CL-b

ME - drastically so when
classifying using the [CLS] token. For all results,
see Table 1.

Separating the results by sense, MPQA performs
better than CL-b

ME (see Figure 1). Deontic sense is
the only sense which (semi-)consistently performs
above baseline; other senses hardly, if ever, exceed
their baseline. Classifying the [CLS] token (Figure
2), no sense consistently performs above baseline.
Accuracy in CL-b

ME fluctuates between layers, with
one sense usually reaching perfect accuracy and
others at zero accuracy.

4.3 Interpretation

Results of the first experiment suggest that there is
no single layer of the BERT model that captures
modal sense (see Figures 1 – 2). Deontic sense
appears easiest to classify (as it is the only sense
with accuracies above baseline). Overall, modal
sense classification is not successful. It also ap-
pears that no modality information is encoded at
sentence level, at least in the [CLS] token, given
the wild fluctuations between layers (see Figure

http://ice-corpora.net/ice/index.html
https://github.com/wagner-jonas/VEM
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Figure 1: Accuracy of classification of modal
verb embeddings per layer, split by dataset and
sense.

Figure 2: Accuracy of classification of [CLS]
token embeddings per layer, split by dataset
and sense.

2) – though this might be caused by our choice of
classifier.

Viewing individual modal verbs paints a more
interesting picture. Some modal verbs appear to
be easier to classify, like could and must. This
cannot (just) be due to lower baselines (i.e. a more
balanced nature), as could has a baseline of 0.67
while must’s baseline lies at 0.91. Classification is
a lot less successful using the [CLS] token rather
than modal verbs’ embeddings, which serves to
re-affirm the notion that no modality information
is encoded on sentence level.

But human speakers (and annotators) do not pro-
cess modal sense in isolation - they take whichever
modal verb is present into account. Thus, it may
be that modal sense is not encoded as its own cate-
gory, but that differences between senses for each

individual modal verb (e.g. epistemic and deontic
must) are. In the next experiment, we therefore
train classifiers for each individual modal verb.

5 Experiment 2

5.1 Methods

In this experiment, we train logistic regression clas-
sifiers for each modal verb separately, using embed-
dings from the 12th BERT layer. We use the same
parameters as in the first experiment. Note that this
does not use the same train and test data as before;
as we train separate classifiers for each modal verb,
we split data for each modal verb into train and
test sets separately. This means that we randomly
split data from EPOS-E into 80% training and 20%
test data and do the same for MPQA. Note also
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Modal verb could should can must may
Instances 45 57 61 33 33
Baseline 0.67 0.96 0.70 0.91 0.79

Training data MPQA CL-b
ME MPQA CL-b

ME MPQA CL-b
ME MPQA CL-b

ME MPQA CL-b
ME

Modal verb embedding
Mean precision per sense 0.28 0.22 0.44 0.1 0.23 0.23 1.0 0.42 0.22 0.25

Mean recall per sense 0.42 0.33 0.44 0.11 0.33 0.33 1.0 0.5 0.25 0.25
Mean accuracy per sense 0.68 0.67 0.65 0.31 0.46 0.46 1.0 0.5 0.44 0.25

Overall accuracy 0.71 0.69 0.93 0.89 0.70 0.72 1.0 0.94 0.88 0.79
[CLS] embedding

Mean precision per sense 0.09 0.55 0.09 0.33 0.09 0.34 0.16 0.33 0.1 0.12
Mean recall per sense 0.33 0.75 0.11 0.33 0.22 0.5 0.28 0.33 0.12 0.12

Mean accuracy per sense 0.28 0.6 0.28 0.33 0.27 0.34 0.41 0.33 0.2 0.23
Overall accuracy 0.33 0.73 0.82 0.02 0.46 0.07 0.70 0.06 0.64 0.73

Marasović et al (2016)
Overall accuracy 0.72 0.68 0.93 0.92 0.66 0.63 0.94 0.87 0.93 0.90

Baseline 0.65 0.91 0.70 0.94 0.94

Table 1: Results of modal classification of modal verb/[CLS] token embeddings per modal verb. Mean precision,
recall, and accuracy per sense. Bolded accuracies are above respective baseline(s) (most frequent sense for each
verb). Results from (Marasović et al., 2016) use their semantic features (FSem), which generally performed best.

that this is a novel methodology and not directly
comparable to previous research. And since we
train and test on data from MPQA and EPOS-E, re-
spectively, results may skew somewhat positive as
we avoid some of the genre effects that Marasović
et al. (2016) observe.

5.2 Results

For MPQA, classification of sense for each modal
verb shows accuracy between 0.64 (could) and 0.96
(should). We reach the lowest precision and recall
for may (precision = 0.29; recall = 0.35); the high-
est for must (precision = 0.83; recall = 0.94). See
Table 2 for more results.

For EPOS-E, nearly all metrics are higher than
for MPQA. We reach the highest accuracy for may
at 0.98, the lowest for could at 0.84. The lowest
precision and recall are reached for can (precision =
0.33; recall = 0.31). We reach the highest precision
and recall for may (precision = 0.95; recall = 0.97).

Accuracy beats the baseline (the frequency of
each verb’s most common sense) for could and
must in both datasets, additionally for should and
can in MPQA and may in EPOS-E. Mean accura-
cies for each modal verb’s potential senses exceed
the baseline for could, must, and may in EPOS-E.

5.3 Interpretation

The much improved classification results obtained
in this experiment as opposed to the first, where we
used a classifier trained on all modal verbs rather
than a different one for each modal verb, point to

BERT encoding modal verb sense separately for
each modal verb. Classification accuracy in both
datasets meets or beats the baseline of its most
common sense for all verbs. For modal verbs that
are dominated by one sense (like should), we only
rarely exceed the baseline, which is expected, but
we do not dip below it, either. The mean accuracy
across a modal’s possible senses beat the baseline
for could, must, and may. These all share a com-
paratively low baseline, meaning their senses are
more balanced than for other modal verbs (though
note that can, could, and may in MPQA share this
lower baseline but classification is less successful,
indicating that it is not the only factor).

In EPOS-E, must and may see particular suc-
cess, both reaching precision, recall, and accuracy
exceeding 0.93 with baselines of 0.63 and 0.86, re-
spectively. Clearly, BERT does not simply assign
one sense to each of these modal verbs. These re-
sults suggest that representations for e.g. deontic
and epistemic must are different, but that there is
no overall representation for any one sense.

Lastly, BERT was trained to predict masked to-
kens. The final test to ascertain BERT’s ability to
recognise modal sense is therefore masked predic-
tion: can BERT predict masked modal verbs?

6 Experiment 3

6.1 Methods

We mask modal verbs from MPQA and EPOS-
E and let BERT predict them, using the pipeline
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Modal verb could should can must may
Data set MPQA EPOS-E MPQA EPOS-E MPQA EPOS-E MPQA EPOS-E MPQA EPOS-E

Instances 45 19 53 30 75 34 38 218 29 213
Mean precision per sense 0.17 0.52 0.62 0.5 0.21 0.33 0.75 0.47 0.15 0.47

Mean recall per sense 0.28 0.61 0.75 0.5 0.33 0.33 0.83 0.5 0.2 0.5
Mean accuracy per sense 0.44 0.75 0.75 0.5 0.42 0.33 0.83 0.94 0.29 0.95

Overall accuracy 0.64 0.84 0.96 0.97 0.69 0.91 0.95 0.94 0.72 0.98

Baseline 0.62 0.58 0.92 0.97 0.68 0.91 0.87 0.63 0.72 0.86

Table 2: Modal sense classification results, separate training of classifiers for each modal verb. Overall and mean
results by senses. Accuracies that meet or exceed baseline in boldface.

function from huggingface’s transformers library
(version 4.23.1; Wolf et al. 2020).

6.2 Results

Success of masked modal verb prediction depends
on the modal verb. In both datasets (see Table 3),
should is predicted correctly most commonly, with
an accuracy of 0.44 in MPQA for the top prediction
and 0.80 for the top three predictions. In EPOS-E,
this rises to 0.52 and 0.83, respectively. Could and
must also are frequently predicted correctly in both
datasets, though they switch places: must is pre-
dicted correctly more often than could in EPOS-E,
but the reverse is true in MPQA. May is predicted
correctly least often in all layers. Words other than
modal verbs are only predicted rarely: accuracies
lie between 0.87 (EPOS-E, first prediction only)
and 0.98 (MPQA, top 3 predictions) of predictions
are modal verbs.

6.3 Interpretation

This experiment indicates that, as expected from
results of per-modal-verb classification in the sec-
ond experiment (see Section 5), BERT succeeds
at predicting modal verbs where it failed at classi-
fying modal verb sense. May appears most diffi-
cult to predict. Should, despite not being the most
common modal verb, especially in EPOS-E, where
must occurs over seven times as often, is correctly
predicted most frequently. These results are strong
considering the relatively minute semantic differ-
ences between modal verbs – syntactically, any of
them would be an acceptable prediction.

This partially confirms the observations made in
the first and second experiment (Sections 4 and 5).
There, too, classification of must is overall most
successful. Combining this with the results from
the second experiment (Section 5), it appears that

the relatively strong prediction performance may
be unrelated to an overarching representation of
modal sense.

Lastly, the question remains whether BERT em-
beddings encode modal verb sense equally well in
different varieties of English.

7 Experiment 4

7.1 Methods

For each modal verb in the varieties of English
modal sense corpus (VEM, see Section 3), we
train a logistic regression classifier on that verb’s
instances in the EPOS-E dataset, mirroring the
methodology from the second experiment (Section
5). We then predict modal verb senses for that
verb in the Varieties of English modal sense corpus
(VEM) and compare overall accuracy, precision,
and recall for each modal verb and for each variety.

We do not train a separate classifier on each vari-
ety of English. While this will undoubtedly lead to
diminished success for some (or all) varieties, we
believe that this reflects real-world scenarios. By its
nature, the amount of data for minority varieties of
English will be lower than for the varieties present
in EPOS-E. As the point of this experiment is to
see whether automatic modal sense classification
for other varieties of English is viable, we therefore
use the large pre-existing EPOS-E dataset.

7.2 Results

Classification of modal verbs’ senses (see Table
4) is most successful for must (overall accuracy =
0.90; mean accuracy = 0.86). We reach the low-
est overal accuracy for could (0.70) and the low-
est mean accuracy for each verb’s possible senses
(0.32), mean precision (0.33), and mean recall
(0.30) for can.
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Modal verb could should can must may modal rate
Data set MPQA EPOS-E MPQA EPOS-E MPQA EPOS-E MPQA EPOS-E MPQA EPOS-E MPQA EPOS-E

Instances 216 88 254 139 355 154 173 1054 136 1009
acc@1 0.34 0.43 0.44 0.52 0.43 0.60 0.38 0.48 0.35 0.44 0.89 0.87
acc@2 0.59 0.61 0.67 0.72 0.59 0.71 0.58 0.68 0.54 0.61 0.95 0.93
acc@3 0.78 0.75 0.80 0.83 0.69 0.74 0.72 0.78 0.65 0.71 0.98 0.95

Table 3: Results of masked modal verb prediction. The last column shows the rate of modal verbs in the top
predictions.

Modal verb could should can must may

Instances 156 156 154 158 158
Mean precision per sense 0.23 0.50 0.11 0.43 0.25

Mean recall per sense 0.33 0.50 0.22 0.50 0.25
Mean accuracy per sense 0.70 0.50 0.32 0.86 0.50

Overall accuracy 0.70 0.90 0.73 0.90 0.88
Baseline 0.52 0.90 0.79 0.75 0.89

Table 4: Results of modal verb sense classification on varieties of English. Bolded accuracies are above respective
baseline(s) (most frequent sense for each verb).

Variety PH HK NI IN SL JA IR CA

Instances 99 98 99 96 97 98 96 99
Mean precision per modal verb 0.59 0.56 0.57 0.66 0.60 0.59 0.58 0.65

Mean recall per modal verb 0.55 0.54 0.60 0.69 0.60 0.58 0.53 0.61
Mean accuracy per modal verb 0.78 0.76 0.79 0.85 0.85 0.87 0.77 0.91

Overall accuracy 0.78 0.77 0.79 0.85 0.85 0.87 0.77 0.91

Table 5: Results of modal verb sense classification on varieties of English: mean metrics for each variety. Note: we
do not report a baseline since, without separating by modal verbs, this would be meaningless.

We reach the highest overall accuracy for Cana-
dian English (0.91), followed by Jamaican (0.87),
Sri Lankan, and Indian English (both 0.85). We
reach the lowest overall accuracy for Hong Kong
English and Irish English (both 0.77) For more
results, see Table 5.

We choose the Nigerian English results for a
brief example. In Sentence (1), may is predicted
to have deontic sense, when annotators agreed it
should be epistemic. Note the lack of space be-
tween i’m and wrong as well as the (subjectively)
non-standard use of wonder:

(1) I wondered at one point that you may have
forgotten us, but your mail now makes me
think i’mwrong

Conversely, in Example (2), epistemic may was
classified correctly:

(2) Chieftains from the 55 local councils may
be lending moral and financial support to
their counterparts in the two Ibeju-Lekki
councils, sources said

In all correct classifications of may in the Nigerian
English sample, be occurs in the vicinity of may
– at times negated. The reason for incorrect clas-
sification can not be as simple as non-occurrence
of be, as be also occurs in 5 of 15 instances of
misclassified may, such as in Example (3):

(3) He may be very poor, poorer than a church
rat

The instance of may in Example (3) was also classi-
fied incorrectly as deontic. Note that this sentence
appears much less non-standard than the previous
example. It must be kept in mind that classification
in the second experiment (see Section 5) was also
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not perfect, meaning that (at least some) wrong
classification despite no discernible presence of
non-standard language may be caused by general
model errors rather than meaning variation. Genre
variation and register may also play a role: Exam-
ple (1) is taken from a social letter, Example (3)
from a novel; Example (2), in which modal sense
was classified correctly, is taken from press cover-
age, which may be more similar to the parliament
proceedings used in EPOS-E.

7.3 Interpretation

Some of the classification performance differences
between modal verbs are mirrored in the second
experiment (see Section 5), though nearly all per-
formance metrics are lower compared to the second
experiment. This may be due to the different reg-
ister of the texts: while EPOS-E is comprised of
European Parliament proceedings and subtitles, the
ICE corpora consist of various kinds of writings,
none of which include parliamentary writings or
subtitles. This does not account for differences
between the varieties, however.

Sense classification being most successful in
Canadian English is not surprising, as BERT’s train-
ing materials are likely predominantly comprised
of American English, to which Canadian English
bears the greatest similarity (Schneider, 2006; Kytö,
2019). The strong performance reached for Sri
Lankan English may be due to the later collection
date in the 2010s as opposed to the majority of the
ICE corpora, which were collected in the 1990s.
Thus, “colonial lag” (Hundt, 2009) may be causing
this data to be more similar to the EPOS-E data,
though the concept is disputed. The strong perfor-
mances on Jamaican and Indian English (as Outer
Circle varieties; Kachru, 1985) and the poor perfor-
mance on Irish English (as an Inner Circle variety),
are more surprising and warrant further investiga-
tion. While the difference between varieties is not
enormous (overall accuracies range from 0.77 to
0.91), they are not negligible, either.

8 Conclusion and outlook

Our experiments have demonstrated that BERT
does not appear to have any representations of
modal sense as its own category. Classification did
not show satisfactory results for either modal verb
sense the embeddings of modal verbs or modality
in the [CLS] token. However, BERT showed some
ability to predict masked modal verbs, though its

success depends greatly on which modal verb has
been masked, making it unclear whether this is
truly an ability to predict specific modal verbs or
rather prediction of any modal verb. Modality does
not appear to be encoded in the [CLS] token at all,
calling into question whether sentence-level encod-
ings of modality exist in BERT. However, different
classifiers may yield different results, and represen-
tations of sentence meaning other than the [CLS]
token (such as summing up embeddings) may yet
encode modality. Further research is thus necessary
to come to a complete conclusion.

Classification was most successful when done
separately for each individual modal verb. This
indicates that, while BERT may not have repre-
sentations of modal verb sense as its own cate-
gory, it does appear to encode sense differences
for each modal verb. Thus, it can differentiate be-
tween must in sentences like “You must complete
all tasks for course credit” and “You must be tired
after the long journey”, but it also views the de-
ontic modal verbs must and should in a sentence
like “You must/should do your homework” as dif-
ferent. This has some intuitive appeal - clearly, the
actual meanings of the sentence change quite con-
siderably with the strength of deontic obligation
expressed by must and should, respectively.

The results of the last experiment demonstrate
that the difference in modal verb sense use across
different varieties of English may negatively impact
this performance. Some varieties (Canadian, Sri
Lankan, Indian, and Jamaican English) reach com-
paratively good performance, while modal verb
sense classification in Irish English proves difficult.
It is clear that more focus must be put on linguistic
diversity for language models to be more useful for
such (often marginalised) varieties.

Further research into BERT’s representations of
modal sense may focus on non-categorical repre-
sentations of modal sense. Those who have anno-
tated modal sense can attest that it is not always
very clear-cut, and often, more than one interpreta-
tion of modal sense can be perceived as valid. As
BERT embeddings are continuous - only our clas-
sification forces them into categories - researchers
may want to investigate whether non-continuous
BERT embeddings of modal verbs also match hu-
man annotators’ certainties or disagreements.
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