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Abstract

We report our efforts in identifying a set of pre-
vious human evaluations in NLP that would
be suitable for a coordinated study examin-
ing what makes human evaluations in NLP
more/less reproducible. We present our results
and findings, which include that just 13% of
papers had (i) sufficiently low barriers to re-
production, and (ii) enough obtainable infor-
mation, to be considered for reproduction, and
that all but one of the experiments we selected
for reproduction was discovered to have flaws
that made the meaningfulness of conducting
a reproduction questionable. As a result, we
had to change our coordinated study design
from a reproduce approach to a standardise-
then-reproduce-twice approach. Our overall
(negative) finding that the great majority of
human evaluations in NLP is not repeatable
and/or not reproducible and/or too flawed to
justify reproduction, paints a dire picture, but
presents an opportunity for a rethink about how
to design and report human evaluations in NLP.

1 Introduction

There is increasing awareness in Natural Language
Processing (NLP) that reproducibility of results,
most particularly of results from system evalua-
tions, matters greatly, and that currently the field

1

does not assess reproducibility of results rigorously
enough, and lacks a common approach to it. Recent
work has made progress particularly with respect
to automatic evaluation (Pineau, 2020; Whitaker,
2017), but reproducibility of human evaluation,
widely considered the litmus test of quality in NLP,
has received less attention. It could be argued that
if it is not known how reproducible human evalu-
ations are, it is not known how reliable they are;
and if it is not known how reliable they are, then
it is not known how reliable automatic evaluations
meta-evaluated against them are either.

The work reported in this paper forms part of the
ReproHum project' in which our aim is to build
on existing work on recording properties of human
evaluations datasheet-style (Shimorina and Belz,
2022), and assessing how close results from a re-
production study are to the original study (Belz
et al., 2022a), to investigate systematically what
factors make a human evaluation more—or less—
reproducible. In this paper, we present the findings
from our work on the project so far which necessi-
tated a rethink of our entire approach to designing
such an investigation.

Section 2 outlines our motivation for carrying
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out a multi-lab multi-test (MLMT) study of factors
affecting reproduciblity in NLP, and our original
design for the study. Section 3 describes our paper
selection, annotation and filtering process which
yielded a surprisingly small number of candidate
papers for reproduction. In Section 4 we describe
the numerous further issues with original evalua-
tion studies we encountered in the process of set-
ting up reproductions of them with partner labs.
Section 6 summarises our negative findings regard-
ing the infeasibilty of assessing the reproducibility
of previously conducted human evaluations in NLP
as they are, and outlines the changes to our multi-
lab multi-test study necessitated by the findings.

2 Motivation and Overall Study Design

Individual studies can tell us how close a repro-
duction study’s results are to those in the original
study. A large number of such studies can show
general tendencies regarding what kinds of evalua-
tions have better reproducibility. However, we do
not currently have a large number of reproduction
studies in NLP and because of their cost and lack
of appeal, this is unlikely to change. Moreover,
accumulations of individual studies do not provide
the conditions in which the effect size and signif-
icance of specific factors on reproducibility, and
interactions between them, can be measured.

To create such conditions, a controlled study of
equal numbers of reproductions with and without
factors of interest is needed. Moreover, we know
from existing work (Belz et al., 2022b; Huidrom
et al., 2022) that different reproductions of the same
original work can produce very different results. Fi-
nally, while it is instructive to test for reproducibil-
ity under identical conditions, it is also of interest
to test how far good reproducibility can stretch —
e.g. is reproducibility affected by replacing, say, a
7-point quality scale with a 5-point one.

A study of factors that increase/decrease repro-
ducibility therefore needs to (i) conduct more than
one reproduction of each original study, (ii) carried
out by a good mix of different teams, and to (iii)
incorporate multiple rounds with decreasing simi-
larity of conditions. The steps in setting up such a
study would be as follows:

1. Identifying candidate evaluation experiments
from which to select experiments with bal-
anced factors to include in the MLMT study;

2. Recording properties of evaluation experi-
ments to make it possible to select factors and
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Figure 1: Flow diagram of the paper selection process,
showing the decreasing number of papers that were
suitable as more information was sought.

control for them;

3. Selecting factors to control for and corre-
sponding subsets of experiments; and

4. Carrying out reproductions for the selected
evaluation studies and factors.

We describe Steps 1 and 2 in Sections 3.1 and 3.2,
Step 3 in 3.3, and Step 4 up to the point where we
aborted the original study design in Section 4.

3 Selection and Assessment of Candidate
Evaluation Experiments

Figure 1 shows the selection and annotation pro-
cess in the form of a flow diagram showing the de-
creasing number of remaining papers/experiments.
The first step was to conduct a search on the ACL
Anthology for papers published in ACL (main con-
ference) or TACL in the 2018-2022 period” which
included the phrases “human evaluation” and “par-
ticipants;” we found 177 such papers.

3.1 High-level paper annotation

In a first round of annotating papers with properties
of human evaluations, we used the following paper-
level properties, annotated using only information
from the paper or supplementary material:

2Search performed in July 2022, so some TACL papers
from later that year are not included.



1. How many systems were evaluated;
How many datasets were used;
Type of participant (e.g. MTurk);
How many unique participants;

Rough estimate of how many judgments;

AN

Type of NLP task implemented by the sys-
tem(s) evaluated (e.g. summarisation);

7. Input/output language(s) used (e.g. English).

During this first annotation, we manually filtered
out papers only discussing human evaluation rather
than including one (e.g., surveys of human evalu-
ation), longitudinal studies, any that used highly
specialised participants such as medical doctors,
and any that we roughly estimated to be too expen-
sive for us to repeat (threshold $2,000 in evaluator
payments). This left 116 papers. For these papers,
Table 3 in the appendix shows the counts® of the
most common values for each property annotated.
English was dominant as system language, used in
over 90% of papers. The second most common lan-
guage was Chinese, which was used in just under
10% of experiments. Language generation tasks
were most common, with summarisation the most
frequent task, followed by dialogue and MT.

About a third of papers did not specify type of
participant. Among papers that did specify this,
60% used crowd-sourcing, with the vast majority
of these being run on Mechanical Turk. It was
generally difficult to find information about par-
ticipants, with about half of papers not reporting
the total number of participants. Very few papers
included a clear description of the relationship be-
tween systems, data sets, items, and participants;
number of judgments is therefore an estimate.

It became clear during high-level annotation that
fewer than 5% of the 116 papers remaining after
filtering were repeatable from publicly available in-
formation alone. Fundamental details like number
and type of evaluators, instructions and training,
and data evaluated are often omitted. Our next step
was therefore to contact authors in the hope of ob-
taining the missing information. Lack of informa-
tion about human evaluations has been commented
on a number of times recently (Van Der Lee et al.,
2019; Howcroft et al., 2020; Belz et al., 2020).

*Because some papers include multiple properties, for
example, multiple languages in machine translation systems,
some rows will not sum to 116.

Training or expertise neither | only one both
11 13 4
.. small not small
Number of participants 1z 7
. low medium high
Complexity 9 T 3

Table 1: Frequency of control-factor annotations.

3.2 More detailed annotation of experiments

In the next stage we carried out detailed annotation
of evaluation properties preparatory to selecting a
subset of such properties to control in our multi-lab
multi-test study. We emailed the corresponding au-
thor (defaulting to first author) for each of the 116
papers to ask if they would support reproduction
studies and, if they could provide more detailed
information about their experiments.

The requested information included the user in-
terface from the evaluation and the set of outputs
shown to the evaluators (complete list see Ap-
pendix A.2). We received replies for just 39% of
papers, even after sending reminders. Many of
those who did reply were unable to provide the in-
formation needed. In the end, only 20 authors (20
papers containing 28 experiments) gave us enough
information to progress the paper to the detailed
annotation stage.* The most common reason for
authors responding but being unable to provide in-
formation was that they had moved on from their
(usually graduate student) position and files had not
been kept. In some cases, authors from commer-
cial research groups who were unable to provide
information for business reasons. There were also
eight papers where the authors responded initially,
but the correspondence stalled.

Using the author-provided information together
with paper, supplementary material and online re-
sources, we annotated the 20 papers that progressed
to this stage for the detailed properties of evalua-
tions shown in Section A.4, annotated at the level of
individual experiments (28), because at this more
fine-grained annotation level, properties can differ
between different experiments in the same paper.

One of the first three authors of the present pa-
per annotated the 28 experiments with the detailed
properties; the other two each checked half of the
annotations. Any differences were discussed and

*One further author did provide sufficient information, but
upon further analysis of the paper and the resources they sent,
we decided that the evaluation experiment reported in it was
too different from the other 20 papers; the systems detected
change in language use over time.



resolved. To complete these annotations, we had
to ask authors additional questions (usually in mul-
tiple rounds of questions and responses) for all
experiments except two. In the end, for 8 of the 28
experiments we did not succeed in obtaining all the
information needed for the above properties.

Note that the last two properties in Section A.4
(evaluation task complexity, interface complexity)
have a different status from the others, in that they
are secondary properties, subjectively assessed dur-
ing annotation, rather than deriving from author-
provided information. We found we tended to ei-
ther agree on what their value should be, and when
there was disagreement, values were adjacent. We
used discussion rather than attempting to formalise
rules to resolve disagreement, as it would seem an
impossible task to exhaustively capture the latter.

Table 1, and Table 4 in the Appendix, show the
frequency of the most common property values
across the 28 experiments (here including unclear
values). We found that most of the annotated prop-
erties have one or two values that are the most
frequent by large margins. For example, assess-
ments were intrinsic in 26 out of 28 experiments,
subjective in 26 out of 28, and absolute in 20 out
of 28. Only two experiments were extrinsic and
objective evaluations, the other 26 were intrinsic
and subjective. There was large variation in the
number of participants, with a low of 2 and a high
of 233. None of the experiments provided explicit
training sessions for participants, and only one in-
cluded a practice session. About three quarters
of experiments provided instructions and/or crite-
rion definitions.> Around half of the experiments
used subjects with specialist expertise, which was
usually linguistics or NLP.

3.3 Choosing properties to control for

The issues discussed in previous sections posed se-
rious problems for selecting papers for a controlled
study: we had only 20 fully annotated experiments;
and we were left with very skewed distributions
for many of the properties we had annotated, with
many property combinations not occurring at all, or
only occurring in one or two cases. Given the above
issues it was clear that we were only going to be
able to select a small set of properties to control for.
We therefore whittled down the set of properties
we had annotated to three that were both feasible

>We cannot be precise because this information was in
some cases not provided even after we interacted with authors.

and had a reasonable likelihood, based on exist-
ing work, of affecting reproducibility. For these,
we created between two and three bins from the
original value ranges, as follows:

1. Number of evaluators (small, not small): Ex-
periments with 1-5 evaluators were assigned
the small value, those with more than 5 evalu-
ators the not small value.

2. Cognitive complexity of assessment per-
Jormed by evaluators (low, medium, high):
Experiments were assigned to one of the three
possible values on the basis of the task com-
plexity and interface complexity properties
listed in Section A.4.

3. Training and/or expertise of evaluators (both,
one, neither): Experiments that had both
trained, and required specific expertise from,
evaluators were assigned both; those that ei-
ther trained evaluators or required expertise
(but not both) were assigned one; the remain-
der were assigned neither.

Even for this much reduced set of control factors,
we did not have enough experiments to cover all
2x3x3 combinations of values, so we settled for
a final set of 6 experiments, where there was an
equal quantity of the pairwise combinations of the
Number of evaluators and Training/expertise prop-
erties, as well as equal pairwise combinations of the
Number of evaluators and Complexity properties.

4 Setting up Reproductions

Beginning the process of reproduction of the six
experiments finally selected for reproduction (for
common agreed approach to reproduction see Ap-
pendix A.5) necessarily involved delving into full
implementational details for each of them. One par-
ticularly troubling finding has been the number of
experimental flaws, errors and bugs we unearthed
in the process. The more we dug into the properties
of evaluation experiments that we needed in order
to repeat an evaluation experiment, the more we
uncovered flaws which made us question whether
it made sense to repeat the experiment at all, in
some cases because any conclusions drawn on the
basis of the flawed experiments would be unsafe.
Six specific issues are listed in Section A.6.° Note

®Note that we report these in anonymised form, because
of the reputational risks involved. See also the Responsible
Research Checklist included in the appendix.



Num. Evaluators Cognitive Complexity Training and/or Experise
Task small not small low medium high neither either both
Dialogue 1 0 0 1 0 0 1 0
Generation 6 5 4 5 2 4 5 2
Summarisation 3 1 2 1 1 1 3 0
Other 2 2 1 0 3 2 0 2

Table 2: Counts of control property values per NLP task for the 20 experiments (from 15 papers) where all properties

were clear.

that only one of our six selected experiments had

none of these issues. We are still discovering more.
The structure we designed for our original study

is shown in the Appendix Section A.1, Figure 2.

5 Discussion

The reasons why we decided to abandon our orig-
inal study design were as follows. One, we strug-
gled to find enough papers that did not have (i) pro-
hibitive barriers to reproduction, and/or (ii) unavail-
able information that would be needed for repeating
experiments, and/or (iii) experimental flaws and er-
rors. Two, no matter how much effort we put into
obtaining full experimental details from authors,
there still remained questions, albeit increasingly
fine-grained, that we did not have the answer to,
such as if the presentation order of evaluated items
was randomised, or what instructions/training par-
ticipants were given. In some cases, information
about additional things that had been done, but
could not be guessed from previously provided in-
formation, transpired coincidentally, necessitating
further changes to experimental design.

A potential solution to not having enough pa-
pers at the end is selecting more papers at the start
(more years, more events). However, given the
inordinate amount of work we put into obtaining
enough information from authors, simply tripling
or quadrupling our initial pool of papers was not
a viable solution. Similarly, there was little we
were able to do about the reproduction barriers of
excessive cost and highly specialised evaluators.

On the other hand, accepting to work from less
than complete experimental information would
have been problematic because information for dif-
ferent papers is incomplete in different ways, and
we would not have been comparing like with like.

Correcting flaws and errors would similarly have
introduced differences between original and repro-
duction studies, moreover different ones in differ-
ent cases. In this case we would strictly speaking
no longer have been conducting reproductions.

We considered designing new evaluations from

scratch with the properties we wanted for our
MLMT study. However, it would have been very
difficult to ensure that newly created studies were
somehow representative of the kind of studies that
are actually being conducted in NLP.

We have now opted for a solution incorporat-
ing elements from most of the above, where we
select a somewhat larger set of existing studies in
a process similar to before, reduce the number of
different values of factors we control for, and then
standardise and where necessary correct studies
before reproduction. Reproducibility is then mea-
sured between two new studies, rather than between
them and the original study.

6 Conclusion

The track record of NLP as a field in recording
information about human evaluation experiments
is currently dire (Howcroft et al., 2020). We saw
in the paper-level annotations (Appendix Table 3)
that in 37 out of 116 papers the type of partici-
pant was unclear, in 59 the number of participants
was unclear, and in 15 the number of judgements
was unclear. Even after prolonged exchanges with
authors during the experiment-level detailed an-
notation stage, very fundamental details were in
some cases not obtainable: number of participants,
details of training, instruction and practice items,
whether participants were required to be native
speakers, and even the set of outputs evaluated.

Our overall conclusion is that, on the basis of the
unobtainability of information about experiments,
barriers to reproduction and/or experimental flaws
in our sample of 177 papers, only a small fraction
of previous human evaluations in NLP can be re-
peated under the same conditions, hence that their
reproducibility cannot be tested by repeating them.
The way forward would appear to be to accept the
overhead of detailed recording of experimental de-
tails, e.g. with HEDS (Shimorina and Belz, 2022),
in combination with substantially increased stan-
dardisation in all aspects of experimental design.
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information obtained from authors are necessarily
limited in that they do not reflect information that
might have been obtained from authors who did
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monly used to refer to non-automatic forms of eval-
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sample of experiments are limited by their sam-
ple size in terms of how representative they are of
current human evaluations in NLP more generally.
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A Appendix

A.1 Original study design

Figure 2 shows the original design of the multi-lab
multi-test study.

A.2 [Initial information requested from
authors

Our initial email to authors asked if they would be
able to provide the following information:

1. The system outputs that were shown to partic-
ipants.

2. The interface, form, or document that partici-
pants completed; the exact document or form
that was used would be ideal.

3. Details on the number and type of participants
(students, researchers, Mechanical Turk, etc.)
that took part in the study.

4. The total cost of the original study.

A.3 Counts for high-level annotations

Table 3 shows counts for the first round of annotat-
ing paper-level properties.

A4 Details of experiment-level annotation

All of the property names and values from our de-
tailed annotations are listed below, along with de-
scriptions of what was recorded for each property:

1. Specific data sets used;

2. Specific evaluation criteria names used; the
criterion names as stated in the paper if possi-
ble, otherwise a criterion name that represents
what is being assessed.

3. System languages; the language(s) used by
the system as either input or output.

4. System task; the NLP task that the system
is tackling. Values from the 28 experiments
were cross-lingual summarisation, data-to-
text generation, definition generation with
controllable complexity, dialogue summari-
sation, dialogue turn generation, explana-
tion generation, fact-check justification gen-
eration, machine translation error prediction,
prompted generation, question generation,
question-answer generation, referring expres-
sion generation, simplification, summarisa-
tion, text to speech.

10.

11.

12.

13.

14.

. Evaluator type; the type of evaluator, val-

ues included colleagues, commercial in-house
evaluators, crowd-sourced, mix of author and
colleague, mix of colleague and students, pro-
fessional, student.

. Evaluation modes (Belz et al., 2020):

(a) Intrinsic vs. extrinsic;
(b) Absolute vs. relative;
(c) Objective vs. subjective.

. Number of participants; the total number of

unique participants that took part in the study,

. Number of items evaluated; in the case of an

absolute evaluation this is one system output.
In the case of a relative evaluation, it refers
to the set of outputs, e.g., a pair, that is being
compared.

. How many participants evaluated each item;

for some experiments, this varied.

How many items were evaluated by each par-
ticipant; for some experiments, this varied. In
particular, for the 13 of 28 experiments that
were crowd-sourced, 5 were known integers,
4 varied, and 4 could not be determined (we
suspect these also varied).

Were training and/or practice sessions pro-
vided for participants; see the discussion be-
low.

Were participants given instructions? Were
they given definitions of evaluation criteria;
see the discussion below.

Were participants required to have a specific
expertise? If so, what type, and was this self-
reported or externally assessed?; see the dis-
cussion below.

Were participants required to be native speak-
ers? If so, was this self-reported or exter-
nally assessed?; For the first part we used the
options yes, no, crowd-source region filters,
and in one case that the experiment was per-
formed with students at a university where
the language was native. The latter two are
inherently self-reported, although with some
limited control by the researchers. Only for
one of the experiments with native speakers
did the researchers indicate that they had con-
firmed this, all others were self-reports.



Structural design for a multi-lab, multi-test controlled study of experimental factors affecting reproducibility:

Round 1: Testing precision under repeatability conditions of measurement.

* Reproductions per experiment: 2 by two different labs;

* Conditions (experimental factors) to vary: evaluator cohort;

« If reproduction close enough, go to Round 2, else repeat Round 1 with improvements to experimental design, in terms
of increased number of evaluators, and decreased cognitive complexity of evaluation task;

* For Round 1 repeats, if reproducibility is increased between reproduction studies (compared to each other, not the

original study), proceed to Round 2, else stop.

Round 2: Testing reproducibility under varied conditions.

* Reproductions per experiment: 2 by two different labs;

* Conditions (experimental factors) to vary: evaluator cohort, and either number of evaluators or task complexity;

« If reproduction close enough, go to Round 3, else repeat Round 2 with improvements to experimental design, in terms
of increased number of evaluators, and decreased cognitive complexity of evaluation task.

* For Round 2 repeats, if reproducibility is increased between reproduction studies (compared to each other, not the

original study), proceed to Round 3, else stop.

Round 3: Testing reproducibility under increasingly varied conditions.

* Reproductions per experiment: 2 by two different labs;

» Conditions (experimental factors) to vary: evaluator cohort, number of evaluators and complexity.

Figure 2: Original design for the multi-lab, multi-test controlled study with a set of original human evaluation

experiments with balanced experimental factors.

System language(s) Efi%lés}l Chzin]ese Gergman otger

NLP Task summa3r3isati0n dialoguzezsystems machine t9ranslati0n otshser

Number of systems ]8 '5 6147 >137 uncéear
Number of datasets 813 225 >83 unc(l)ear
Type of participant crowd ( e.ig7., MTurk) author/collzelague/student otlh:r ung[;ar
Number of unique participants <275 5 1290 >130 nglgear
Number of judgments < 1100 ! Ooéi 000 > é 200 uni{jear

Table 3: Frequency of the high-level experimental properties in the 116 papers, at the paper level. Some papers have
multiple categorical properties therefore some rows will not sum to 116.

15. How complex was the evaluation task (low,
medium, high); assessment by authors of this

paper.
16. How complex was the interface (low, medium,
high); assessment by authors of this paper.

Classifying the type of participant, training, in-
struction, and expertise was very difficult. Firstly,
not all experiments necessarily require detailed in-
structions but setting a threshold beyond which in-
structions become non-perfunctory is difficult. The
same is true for training. In the end, we decided
to record whether there non-perfunctory training,
instruction, practice, or criterion definition.
Expertise was also difficult to classify. Some
papers would have originally reported ‘expert an-

notators’, but following our queries stated partici-
pants were graduate students or colleagues. Such
participants were often called ‘NLP experts’. In
the end, we considered participants to be expert if
the authors of the original study indicated that they
were.

A.5 Common Approach to Reproduction

In order to ensure comparability between studies,
we agreed the following common-ground approach
to carrying out reproduction studies:

1. Plan for repeating the original experiment
identically, then apply to research ethics com-
mittee for approval.

2. If participants were paid during the original



. . fluency coherence informativeness other
Quality criteria names 10 3 3 57
System language(s) English Chinese German other

y guag 26 3 2 0
NLP Task summarisation question answering explanation other
6 3 3 16
.. crowd student colleague other
Type of participant 3 3 7 7
Intrinsic or extrinsic Intrinsic extrinsic
26 2
Absolute or relative aolie LT
20 8
Objective or subjective 2biEeiiig Sitbigciiie
2 26
. .. <5 5-20 > 20 unclear
Num. of unique participants 11 T 3 3
Num. of items evaluated < 200 200-1000 > 1000 unclear
) 9 10 7 2
.. . <4 4-9 >9 varies
Num. of participants per item 7 3 3 3
Num. of items per participant <50 50-200 > 200 varies/unclear
: S per particip 5 5 7 11
Training given 1o L0207
24 4
. . yes no unclear
Instructions given 3 15 3
.. .\ . yes no n/a unclear/mixed
Criterion definitions given 7 3 i 7

. . yes no unclear
Practice session held 1 73 T
Participant expertise type none researcher linguist domain

pant exp P 16 9 2 1
.. . yes no of region unknown
Participants native speakers > W 10 7

Table 4: Frequency of detailed experimental properties in set of 28 experiments.

experiment, determine pay in accordance with
the common procedure for calculating fair pay

(see appendix).

3. Complete HEDS datasheet.

4. Identify the following types of results reported
in the original paper for the experiment:

(a) Type I results: single numerical scores,
e.g. mean quality rating, error count, etc.

(b) Type Il results: sets of numerical scores,
e.g. set of Type I results .

(c) Type III results: categorical labels at-
tached to text spans of any length.

(d) Qualitative conclusions/findings stated
explicitly in the original paper.

5. Carry out the allocated experiment exactly as
described in the HEDS sheet.

6. Report quantified reproducibility assessments

for 8a—c as follows:

A.6

1.

(a) Type I results: Coefficient of variation
(debiased for small samples).

(b) Type II results: Pearson’s r, Spearman’s
p.

(c) Type III results: Multi-rater: Fleiss’s «;

Multi-rater, multi-label: Krippendorff’s
o.

(d) Conclusions/findings: Side-by-side sum-
mary of conclusions/findings that are /
are not confirmed in the repeat experi-
ment.

Issues, flaws and errors found

Mistakes in the reported figures for the human
evaluation in the published paper, with the re-
sult that systems were reported as being better
or worse that they actually were.

Reporting a total number of items in the paper
which did not match the files that were sent.



3. Failure to randomise the order of items to be
evaluated (when the stated intention was to
randomise) due to wrongly applied randomi-
sation.

4. Reporting that evaluators did equal numbers
of assessments but it’s clear from the files that
they did very different numbers.

5. Ad-hoc attention checks (exact nature of
which authors were unable to provide) applied
to some but not all participants who if they
failed the check were excluded from further
contributing to the experiment, but whose al-
ready completed work was kept.

6. Biased methods of aggregating judgments
(choosing a preferred participant rather than
using some form of average).

On a more general note, ambiguities in the report-
ing can be an issue. Even when checked against
the HEDS sheet, authors could feel like they have
mentioned all experimental details that are asked
for in HEDS, but often these are described at such a
high level that there is still room for misinterpreta-
tion, which means that authors still need to confirm
that their paper has been interpreted correctly. One
solution for NLP authors could be to let a third
party fill in the HEDS sheet and see where they get
stuck, but this does add a further overhead.

A.7 ARR Responsible Research Checklist

A. For every submission:

Al. Did you describe the limitations of
your work? Yes, e.g. we discuss the lim-
itations from having a self-selecting sub-
set of papers (where authors responded)
available for analysis rather than a com-
plete one.

A2. Did you discuss any potential risks
of your work? The work analy-
ses previously peer-reviewed and pub-
lished human evaluation experiments,
and while conventional risk considera-
tions don’t apply, we do mention the po-
tential harm to individual authors from
non-anonymously reporting experimen-
tal flaws and/or low reproducibility in
their work.

A3. Do the abstract and introduction sum-
marise the paper’s main claims? Yes,
abstract, introduction and conclusion

10

summarise main aims and conclusions
from the work.

. Did you use or create scientific artefacts?

No new data or computational resources were
created.

. Did you run computational experiments?

No experiments were run.

. Did you use human annotators (e.g., crowd-

workers) or research with human partici-
pants? No human annotation or evaluations
were carried out for this paper (other than by
the authors).



